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In this report, ARTICLE 19 provides evidence and 
analysis of the burgeoning market for emotion 
recognition technologies in China and its 
detrimental impact on individual freedoms and 
human rights, in particular the right to freedom 
of expression. Unlike better-known biometric 
applications, like facial recognition, that focus 
on identifying individuals, emotion recognition 
purports to infer a person’s inner emotional state. 
Applications are increasingly integrated into 
critical aspects of everyday life: law enforcement 
authorities use the technology to identify 
‘suspicious’ individuals, schools monitor students’ 
attentiveness in class, and private companies 
determine people’s access to credit. 

Our report demonstrates the need for strategic 
and well-informed advocacy against the design, 
development, sale, and use of emotion recognition 
technologies. We emphasise that the timing of such 
advocacy – before these technologies become 
widespread – is crucial for the effective promotion 
and protection of people’s rights, including their 
freedoms to express and opine. High school 
students should not fear the collection of data 
on their concentration levels and emotions in 
classrooms, just as suspects undergoing police 
interrogation must not have assessments of 
their emotional states used against them in an 
investigation. These are but a glimpse of uses for 
emotion recognition technologies being trialled in 
China.

This report describes how China’s adoption of 
emotion recognition is unfolding within the country, 
and the prospects for the technology’s export. It 
aims to:

1. Unpack and analyse the scientific foundations 
on which emotion recognition technologies are 
based; 

2. Demonstrate the incompatibility between 
emotion recognition technology and 
international human rights standards, 

particularly freedom of expression, and the 
potential and ongoing detrimental impact of this 
technology on people’s lives; 

3. Provide rich detail on actors, incentives, and 
the nature of applications within three emotion 
recognition use cases in the Chinese market: 
public security, driving, and education;

4. Analyse the legal framework within which these 
use cases function; and

5. Set out recommendations for stakeholders, 
particularly civil society, on how to respond to 
the human rights threats posed by emotion 
recognition technologies in China. 

This report will better equip readers to understand 
the precise ways in which China’s legal, economic, 
and cultural context is different, the ways in which 
it is not, and why such distinctions matter. Each use 
case bears its own social norms, laws, and claims 
for how emotion recognition improves upon an 
existing process. Likewise, the interaction between 
pre-existing Chinese surveillance practices and 
these use cases shapes the contributions emotion 
recognition will make in China and beyond. 

The implications of the report’s findings are twofold. 
First, a number of problematic assumptions (many 
based on discredited science) abound amongst 
stakeholders interested in developing and/or 
deploying this technology. This report unpacks and 
critically analyses the human rights implications 
of emotion recognition technologies and the 
assumptions implicit in their marketing in China. 
Second, Chinese tech firms’ growing influence in 
international technical standards-setting could 
encompass standards for emotion recognition. 
Using a human rights lens, the report addresses 
the most problematic views and practices that, if 
uncontested, could become codified in technical 
standards – and therefore reproduced in technology 
at a massive scale – at technical standard-setting 
bodies, like the International Telecommunications 
Union (ITU) and the Institute of Electrical and 
Electronics Engineers (IEEE).

Executive Summary
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Some of the main findings from the research on 
deployment of emotion recognition technology in 
China include the following:

The design, development, sale, and use of emotion 
recognition technologies are inconsistent with 
international human rights standards. While 
emotion recognition is fundamentally problematic, 
given its discriminatory and discredited scientific 
foundations, concerns are further exacerbated by 
how it is used to surveil, monitor, control access to 
opportunities, and impose power, making the use of 
emotion recognition technologies untenable under 
international human rights law (pp. 36–44). 

The opaque and unfettered manner in which emotion 
recognition is being developed risks depriving 
people of their rights to freedom of expression, 
privacy, and the right to protest, amongst others. 
Our investigation reveals little evidence of oversight 
mechanisms or public consultation surrounding 
emotion recognition technologies in China, which 
contributes significantly to the speed and scale at 
which use cases are evolving. Mainstream media 
is yet to capture the nuance and scale of this 
burgeoning market, and evidence collection is crucial 
at this moment. Together, these factors impede civil 
society’s ability to advocate against this technology.

Emotion recognition’s pseudoscientific foundations 
render this technology untenable as documented 
in this report. Even as some stakeholders claim 
that this technology can get better with time, given 
the pseudoscientific and racist foundations of 
emotion recognition on one hand, and fundamental 
incompatibility with human rights on the other, the 
design, development, deployment, sale, and transfer 
of these technologies must be banned.

Emotion recognition technologies’ flawed and long-
discredited scientific assumptions do not hinder 
their market growth in China. Three erroneous 
assumptions underlie justifications for the use and 
sale of emotion recognition technologies: that facial 
expressions are universal, that emotional states can 
be unearthed from them, and that such inferences 
are reliable enough to be used to make decisions. 
Scientists across the world have discredited all three 
assumptions for decades, but this does not seem 
to hinder the experimentation and sale of emotion 
recognition technologies (pp. 18–35). 

Chinese law enforcement and public security 
bureaux are attracted to using emotion recognition 
software as an interrogative and investigatory tool. 
Some companies seek procurement order contracts 
for state surveillance projects (pp. 18-22) and train 
police to use their products (p. 22). Other companies 
appeal to law enforcement by insinuating that their 
technology helps circumvent legal protections 
concerning self-incrimination for suspected 
criminals (pp. 42-43).

While some emotion recognition companies allege 
they can detect sensitive attributes, such as mental 
health conditions and race, none have addressed 
the potentially discriminatory consequences of 
collecting this information in conjunction with 
emotion data. Some companies’ application 
programming interfaces (APIs) include questionable 
racial categories for undisclosed reasons (p. 41). 
Firms that purportedly identify neurological diseases 
and psychological disorders from facial emotions 
(pp. 41-42) fail to account for how their commercial 
emotion recognition applications might factor in 
these considerations when assessing people’s 
emotions in non-medical settings, like classrooms.
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Chinese emotion recognition companies’ stances on 
the relationship between cultural background and 
expressions of emotion influence their products. 
This can lead to problematic claims about emotions 
being presented in the same way across different 
cultures (p. 40) – or, conversely, to calls for models 
trained on ‘Chinese faces’ (p. 41). The belief that 
cultural differences do not matter could result in 
inaccurate judgements about people from cultural 
backgrounds that are underrepresented in the 
training data of these technologies – a particularly 
worrying outcome for ethnic minorities.

Chinese local governments’ budding interest in 
emotion recognition applications confer advantages 
to both startups and established tech firms. Law 
enforcement institutions’ willingness to share their 
data with companies for algorithm-performance 
improvement (p. 22), along with local government 
policy incentives (pp. 18, 20, 22, 24, 25, 33), enable 
the rapid development and implementation of 
emotion recognition technologies.

The emotion recognition market is championed 
by not only technology companies but also 
partnerships linking academia, tech firms, and 
the state. Assertions about emotion recognition 
methods and applications travel from academic 
research papers to companies’ marketing materials 
(pp. 22, 25-26) and to the tech companies’ and 
state’s public justifications for use (pp. 20, 22-33). 
These interactions work in tandem to legitimise 
uses of emotion recognition that have the potential 
to violate human rights. 
 

None of the Chinese companies researched here 
appears to have immediate plans to export their 
products. Current interest in export seems low, 
(p. 40) although companies that already have major 
markets abroad, such as Hikvision and Huawei, are 
working on emotion recognition applications 
(pp. 23, 27, 29-33, 40).

People targeted by these technologies in China 
– particularly young adults (pp. 30–31) –
predominantly report feeling distrust, anxiety, and 
indifference regarding current emotion recognition 
applications in education. While some have 
criticised emotion recognition in education-use 
scenarios (pp. 30-31, 34), it is unclear whether there 
will be ongoing pushback as awareness spreads.

Civil society strategies for effective pushback will 
need to be tailored to the context of advocacy. 
Civil society interventions can focus on debunking 
emotion recognition technology’s scientific 
foundations, demonstrating the futility of using 
it, and/or demonstrating its incompatibility with 
human rights. The strategy (or strategies) that 
civil society actors eventually employ may need to 
be adopted in an agile manner that considers the 
geographic, political, social, and cultural context of 
use.
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Biometric data:

Emotion recognition:

Facial recognition:

Machine learning: 

Physiognomy: 

Glossary

Data relating to physical, physiological, or behavioural characteristics of a 
natural person, from which identification templates of that natural person 
– such as faceprints or voice prints – can be extracted. Fingerprints have 
the longest legacy of use for forensics and identification,1 while more recent 
sources include (but are not limited to) face, voice, retina and iris patterns, and 
gait.
 
A biometric application that uses machine learning in an attempt to identify 
individuals’ emotional states and sort them into discrete categories, such as 
anger, surprise, fear, happiness, etc. Input data can include individuals’ faces, 
body movements, vocal tone, spoken or typed words, and physiological signals 
(e.g. heart rate, blood pressure, breathing rate).

A biometric application that uses machine learning to identify (1:n matching) or 
verify (1:1 matching) individuals’ identities using their faces. Facial recognition 
can be done in real time or asynchronously. 

A popular technique in the field of artificial intelligence that has gained 
prominence in recent years. It uses algorithms trained with vast amounts of 
data to improve a system’s performance at a task over time.

The pseudoscientific practice of using people’s outer appearance, particularly 
the face, to infer qualities about their inner character.
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AI

BET

CCS

DRVR

FACE KYD

GDPR

HRC

ICCPR

ICT

ITU

MOOC

OBOR

PSB

SPOT

TAL

UE

Artificial intelligence

Basic Emotion Theory

Class Care System

Driving Risk Video Recognition

Face Know Your Driver

General Data Protection Regulation

UN Human Rights Council

International Covenant on Civil and Political Rights

Information and communications technologies

International Telecommunications Union

Massive open online courses

One Belt, One Road

Public security bureau

Screening of Passengers by Observation Techniques

Tomorrow Advancing Life

Universal facial expressions

List of Abbreviations



Introduction

1. Introduction
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Biometric technologies, particularly face-based 
biometric technologies, are increasingly used by 
states and private actors to identify, authenticate, 
classify, and track individuals across a range of 
contexts – from public administration and digital 
payments to remote workforce management – 
often without their consent or knowledge.2 States 
have also been using biometric technologies 
to identify and track people of colour, suppress 
dissent, and carry out wrongful arrests, even as a 
rapidly growing body of research has demonstrated 
that these systems perform poorly on the faces of 
Black women, ethnic minorities, trans people, and 
children.3

Human rights organisations, including ARTICLE 
19, have argued that public and private actors’ 
use of biometrics poses profound challenges for 
individuals in their daily lives, from wrongfully 
denying welfare benefits to surveilling and tracking 
vulnerable individuals with no justifications. As 
they are currently used, biometric technologies 
thus pose disproportionate risks to human rights, 
in particular to individuals’ freedom of expression, 
privacy, freedom of assembly, non-discrimination, 
and due process. A central challenge for civil 
society actors and policymakers thus far is 
that pushback against these technologies is 
often reactive rather than proactive, reaching a 
crescendo only after the technologies have become 
ubiquitous.4

In an attempt to encourage pre-emptive and strategic 
advocacy in this realm, this report focuses on emotion 
recognition, a relatively under-observed application 
of biometric technology, which is slowly entering both 
public and private spheres of life. Emerging from the 
field of affective computing,5 emotion recognition is 
projected to be a USD65 billion industry by 2024,6 and 
is already cropping up around the world.7 Unlike any 
ubiquitous biometric technology, it claims to infer 
individuals’ inner feelings and emotional states, and 
a ground truth about a subjective, context-dependent 
state of being. While face recognition asked who we 
are, emotion recognition is chiefly concerned with how 
we feel. Many believe this is not possible to prove or 
disprove.8

In this report, ARTICLE 19 documents the 
development, marketing, and deployment of 
emotion recognition in China, and examines the 
various actors, institutions, and incentives that 
bring these technologies into existence. 

We discuss the use of emotion recognition in three 
distinct sectors in China: public security, driving 
safety, and education. In doing so, the report 
foregrounds how civil society will face different sets 
of social norms, policy priorities, and assumptions 
about how emotion recognition serves each of 
these three sectors. At the same time, these sectors 
share some commonalities: 

1. They all hint at how ‘smart city’ marketing 
will encompass emotion recognition.

 
2. They all take place in spaces that people 

often have no choice in interacting with, 
leaving no substantial consent or opt-out 
mechanisms for those who do not want to 
participate.

3. Although major Chinese tech companies 
– including Baidu and Alibaba – are 
experimenting with emotion recognition, 
this report focuses on the majority of 
commercial actors in the field: smaller 
startups that go unnoticed in major 
English-language media outlets, but that 
have nonetheless managed to link up 
with academics and local governments 
to develop and implement emotion 
recognition.

Why China?

This report focuses on China because it is 
a dominant market with the technologically 
skilled workforce, abundant capital, market 
demand, political motivations, and export 
potential for artificial intelligence (AI) that could 
enable rapid diffusion of emotion recognition 
technologies.9 Over the past few years, Chinese 
tech companies have fuelled an international 
boom in foreign governments’ acquisition of 
surveillance technology.10 China’s One Belt, One 
Road (OBOR) initiative has enabled the wide-scale 
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implementation of Huawei’s Safe Cities policing 
platforms and Hikvision facial recognition cameras, 
in democracies and autocracies alike, without 
accompanying public deliberation or safeguards. 
In the context of facial recognition in particular, 
policymakers were taken aback by how quickly the 
Chinese companies that developed this technology 
domestically grew and started to export their 
products to other countries.11

Discussing emotion recognition technologies, 
Rosalind Picard – founder of major affective 
computing firm, Affectiva, and one of the leading 
researchers in the field – recently commented:

“The way that some of this technology is 
being used in places like China, right now 
[…] worries me so deeply, that it’s causing 
me to pull back myself on a lot of the things 
that we could be doing, and try to get the 
community to think a little bit more about 
[...] if we’re going to go forward with that, 
how can we do it in a way that puts forward 
safeguards that protect people?”12

To effectively advocate against emotion recognition 
technologies, it is crucial to concentrate on the 
motivations and incentives of those Chinese 
companies that are proactive in proposing 
international technical standards for AI applications, 
including facial recognition, at convening bodies 
like the ITU.13 Internationally, a head start on 
technical standards-setting could enable Chinese 
tech companies to develop interoperable systems 
and pool data, grow more globally competitive, 
lead international governance on AI safety and 
ethics, and obtain the ‘right to speak’ that Chinese 
representatives felt they lacked when technical 
standards for the Internet were set.14 This codification 
reverberates throughout future markets for this 
particular technology, expanding the technical 
standards’ worldwide influence over time.

Focusing on the Chinese emotion recognition market, 
in particular, provides an opportunity to pre-empt 
how China’s embrace of emotion recognition can 
– and will – unfold outside of China’s borders. 
If international demand for emotion recognition 
increases, China’s pre-existing market for technology 
exports positions a handful of its companies to 

become major suppliers, following on the heels of 
their dominance of the facial recognition market.15 
With this report, ARTICLE 19 therefore seeks to 
galvanise civil society attention to the increasing 
use of emotion recognition technologies, their 
pseudoscientific underpinnings, and the fundamental 
inconsistency of their commercial applications with 
international human rights standards. We seek to do 
so early in emotion recognition’s commercialisation, 
before it is widespread globally, to pre-empt the 
blunt and myopic ways in which adoption of this 
technology might grow. 

Methodology

The research for this report began with a literature 
review built from Mandarin-language sources in 
two Chinese academic databases: China National 
Knowledge Infrastructure and the Superstar 
Database (超星期刊). Search keywords included 
terms related to emotion recognition (情绪识别), 
micro-expression recognition (微表情识别), and 
affective computing (情感计算). In parallel, the 
authors consulted Chinese tech company directory 
Tianyancha (天眼查), where 19 Chinese companies 
were tagged as working on emotion recognition. 
Of these, eight were selected for further research 
because they provided technology that fit within the 
three use cases the report covers. The additional 
19 companies investigated came up in academic 
and news media articles that mentioned the eight 
firms chosen from the Tianyancha set, and were 
added into the research process. Google, Baidu, and 
WeChat Mandarin-language news searches for these 
companies, as well as for startups and initiatives 
unearthed in the academic literature, formed the next 
stage of source collection.

Finally, where relevant, the authors guided a research 
assistant to find English-language news and 
academic research that shed light on comparative 
examples. 

We mention and analyse these 27 companies based 
on the credibility and availability of source material, 
both within and outside company websites, and 
examples of named institutions that have pilot 
tested or fully incorporated these companies’ 
products. For a few companies, such as Miaodong 



15

ARTICLE 19 · Emotional Entanglement: China’s emotion recognition market and its implications for human rights ·2021

in Guizhou, news coverage is not recent and it is 
unclear whether the company is still operating. 
Nonetheless, such examples were included 
alongside more recently updated ones to highlight 
details that are valuable to understanding the 
broader trend of emotion recognition applications, 
such as access to law enforcement data for training 
emotion recognition models, or instances where 
public pushback led to modification or removal of 
a technology. Even if some of these companies are 
defunct, a future crop of competitors is likely to 
follow in their stead.

Finally, although other types of emotion recognition 
that do not rely on face data are being used in 
China, the report focuses primarily on facial 
expression-based and multimodal emotion 
recognition that includes face analysis, as our 
research revealed these two types of emotion 
recognition are more likely to be used in high-
stakes settings.

Background to Emotion Recognition 

What Are Emotion Recognition 
Technologies?

Emotion recognition technologies purport to infer 
an individual’s inner affective state based on traits 
such as facial muscle movements, vocal tone, body 
movements, and other biometric signals. They use 
machine learning (the most popular technique in the 
field of AI) to analyse facial expressions and other 
biometric data and subsequently infer a person’s 
emotional state.16 

Much like other biometric technologies (like facial 
recognition), the use of emotion recognition 
involves the mass collection of sensitive personal 
data in invisible and unaccountable ways, enabling 
the tracking, monitoring, and profiling of individuals, 
often in real time.17

Some Chinese companies describe the link 
between facial recognition technologies (based 
on comparing faces to determine a match) 
and emotion recognition (analysing faces and 
assigning emotional categories to them) as a 
matter of incremental progress. For example, Alpha 

Hawkeye (阿尔法鹰眼), a Chinese company that 
supplies emotion recognition for public security, 
characterises it as ‘biometrics 3.0’18, while a write-
up of another company, Xinktech (云思创智), 
predicts ‘the rise of emotion recognition will be 
faster than the face recognition boom, because now 
there is sufficient computing power and supporting 
data. The road to emotion recognition will not be as 
long.’19 

How Reliable is Emotion Recognition?

Two fundamental assumptions undergird emotion 
recognition technologies: that it is possible to 
gauge a person’s inner emotions from their external 
expressions, and that such inner emotions are 
both discrete and uniformly expressed across 
the world. This idea, known as Basic Emotion 
Theory (BET), draws from psychologist Paul 
Ekman’s work from the 1960s. Ekman suggested 
humans across cultures could reliably discern 
emotional states from facial expressions, which 
he claimed were universal.20 Ekman and Friesen 
also argued that micro-momentary expressions 
(‘micro-expressions’), or facial expressions that 
occur briefly in response to stimuli, are signs of 
‘involuntary emotional leakage [which] exposes a 
person’s true emotions’.21 

BET has been wildly influential, even inspiring 
popular television shows and films.22 However, 
scientists have investigated, contested, and largely 
rejected the validity of these claims since the 
time of their publication.23 In a literature review of 
1,000 papers’ worth of evidence exploring the link 
between emotional states and expressions, a panel 
of authors concluded: 

“very little is known about how and 
why certain facial movements express 
instances of emotion, particularly at a level 
of detail sufficient for such conclusions 
to be used in important, real-world 
applications. Efforts to simply ‘read out’ 
people’s internal states from an analysis 
of their facial movements alone, without 
considering various aspects of context, are 
at best incomplete and at worst entirely 
lack validity, no matter how sophisticated 
the computational algorithms”.24 
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Another empirical study sought to find out whether 
the assumption that facial expressions are a 
consequence of emotions was valid, and concluded 
that ‘the reported meta-analyses for happiness/
amusement (when combined), surprise, disgust, 
sadness, anger, and fear found that all six emotions 
were on average only weakly associated with the 
facial expressions that have been posited as their 
UEs [universal facial expressions]’.25

The universality of emotional expressions has 
also been discredited through the years. For one, 
researchers found that Ekman’s methodology to 
determine universal emotions inadvertently primed 
subjects (insinuated the ‘correct’ answers) and 
eventually distorted results.26 The ‘natural kind’ view 
of emotions as something nature has endowed 
humans with, independent of our perception of 
emotions and their cultural context, has been 
strongly refuted as a concept that has ‘outlived its 
scientific value and now presents a major obstacle 
to understanding what emotions are and how they 
work’.27 

Finally, empirical studies have disproved the 
notion of micro-expressions as reliable indicators 
of emotions; instead finding them to be both 
unreliable (due to brevity and infrequency) and 
discriminatory.28 Some scholars have proposed a 
‘minimum universality’ of emotions, insisting ‘the 
finite number of ways that facial muscles can move 

creates a basic template of expressions that are 
then filtered through culture to gain meaning’.29 
This is corroborated by a recent study from the 
University of Glasgow, which found that culture 
shapes the perception of emotions.30 Yet even 
theories of minimum universality call the utility 
of AI-driven emotion recognition systems into 
question. One scholar has suggested that, even if 
such technologies ‘are able to map each and every 
human face perfectly, the technical capacities of 
physiological classification will still be subject to 
the vagaries of embedded cultural histories and 
contemporary forms of discrimination and of racial 
ordering’.31

Even so, academic studies and real-world 
applications continue to be built on the basic 
assumptions about emotional expression discussed 
above, despite these assumptions being rooted in 
dubious scientific studies and a longer history of 
discredited and racist pseudoscience.32

Emotion recognition’s application to identify, surveil, 
track, and classify individuals across a variety 
of sectors is thus doubly problematic – not just 
because of its dangerous applications, but also 
because it doesn’t even work as its developers and 
users claim.33



2. Use Cases
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Paving the Way for Emotion Recognition 
in China

As one of the world’s biggest adopters of facial 
recognition cameras, China has come under 
scrutiny for its tech firms’ far-reaching international 
sale of surveillance technology.34 The normalisation 
of surveillance in Chinese cities has developed 
in parallel with the government’s crackdown on 
the ethnic minority Uighur population in Xinjiang 
province. For Xinjiang’s majority-Muslim population, 
security cameras, frequent police inspections, 
law enforcement’s creation of Uighur DNA and 
voiceprint databases, and pervasive Internet 
monitoring and censorship of content about or 
related to Islam are inescapable.35 

One state-sponsored security venture, the ‘Sharp 
Eyes’ project (雪亮工程), has come up in relation 
to three of the ten companies investigated in 
this section. Sharp Eyes is a nationwide effort to 
blanket Chinese cities and villages with surveillance 
cameras, including those with licence plate-reading 
and facial recognition capabilities.36 The project, 
which the Central Committee of the Chinese 
Communist Party approved in 2016, relies in part on 
the government procurement-order bidding process 
to allocate billions of yuan in funding to (foreign 
and domestic) firms that build and operate this 
infrastructure.37 

A homologous concept resurgent in contemporary 
surveillance is the ‘Fengqiao experience’ (枫桥经

验), a Mao Zedong-contrived practice in which 
ordinary Chinese citizens monitored and reported 
each other’s improper behaviour to the authorities. 
In a story that has come to exemplify Fengqiao, 
rock musician Chen Yufan was arrested for drug 
charges when a ‘community tip’ from within his 
residential area made its way to authorities.38 
President Xi Jinping has praised the return of the 
Fengqiao experience through neighbourhood-level 
community watch groups that report on suspected 
illegal behaviour. Though senior citizens are the 
backbone of this analogue surveillance, police have 
begun to head up watch groups, and technology 
companies have capitalised on the Fengqiao trend 
by developing local apps incentivising people to 
report suspicious activity in exchange for rewards, 

such as discounted products and services from 
major tech firms. In late 2018, a conference on 
digital innovation and social management, The New 
Fengqiao Experience, convened police officers and 
companies including Alibaba.39 

Although reporting on Sharp Eyes and Fengqiao-
style policing has not yet touched on emotion 
recognition, both are relevant for three reasons. For 
one, Sharp Eyes and the Fengqiao project exemplify 
templates for how multiple national government 
organisations, tech companies, and local law 
enforcement unite to implement surveillance 
technology at scale. Second, companies 
specialising in emotion recognition have begun 
to either supply technology to these projects or to 
incorporate both Sharp Eyes and Fengqiao into their 
marketing, as seen below with companies Alpha 
Hawkeye (阿尔法鹰眼), ZNV Liwei, and Xinktech.40 
Finally, Chinese tech firms’ commercial framing 
of emotion recognition as a natural next step in 
the evolution of biometric technology applications 
opens up the possibility that emotion recognition 
will be integrated in places where facial recognition 
has been widely implemented. Independent 
researchers are already using cameras with 
image resolution sufficiently high to conduct face 
recognition in experiments to develop emotion and 
gesture recognition.41 

It is important to note that interest in multimodal 
emotion recognition is already high. Media 
coverage of the company Xinktech predicts that 
micro-expression recognition will become a 
ubiquitous form of data collection, fuelling the rise 
of ‘multimodal technology [as an] inevitable trend, 
a sharp weapon, and a core competitive advantage 
in the development of AI’.42 By one estimate, 
the potential market for multimodal emotion 
recognition technologies is near 100 billion yuan 
(over USD14.6 billion).43 How did multimodality 
garner such hype this early in China’s commercial 
development of emotion recognition? Part of the 
answer lies in how Chinese tech firms depict foreign 
examples of emotion recognition as having been 
unilateral successes – ignoring the scepticism that 
terminated some of these initiatives. 

2. Use cases
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Public Security

Foreign Emotion Recognition Precursors as 
Motivation

A popular theme in China’s academic and tech 
industry literature about using emotion recognition 
for public security is the argument that it has 
achieved desirable results abroad. Examples cited 
include both automated and non-technological 
methods of training border-patrol and police 
officers to recognise micro-expressions, such as the 
US Transportation Security Authority’s Screening 
Passengers by Observation Techniques (SPOT) 
programme and Europe’s iBorderCtrl. Launched 
in 2007, SPOT was a programme that trained 
law enforcement officials known as Behaviour 
Detection officers to visually identify suspicious 
behaviours and facial expressions from the Facial 
Action Coding System. Chinese police academies’ 
research papers have also made references to 
US plainclothes police officers similarly using 
human-conducted micro-expression recognition to 
identify terrorists – a practice Wenzhou customs 
officials dubbed ‘worth drawing lessons from in our 
travel inspection work’.44  iBorderCtrl, a short-lived 
automated equivalent trialled in Hungary, Latvia, 
and Greece, was a pre-screening AI system whose 
cameras scanned travellers’ faces for signs of 
deception while they responded to border-security 
agents’ questions.

A major omission in the effort to build a case for 
emotion recognition in Chinese public security is 
that much of what passes for ‘success’ stories 
has been derided for instances that have been 
heavily contested and subject of legal challenge 
for violation of human rights. The American Civil 
Liberties Union, Government Accountability Office, 
Department of Homeland Security, and even a 
former SPOT officer manager have exposed the 
SPOT programme’s unscientific basis and the racial 
profiling it espoused.45 Officers working on this 
programme told the New York Times that they “just 
pull aside anyone who they don’t like the way they 
look — if they are Black and have expensive clothes 
or jewellery, or if they are Hispanic”.46  iBorderCtrl’s 
dataset has been criticised for false positives, and 
its discriminatory potential led to its retraction.47 

When discussed in Chinese research, news, and 
marketing, these final outcomes are glossed over – 
such as in a feature on Alpha Hawkeye, which made 
the unsourced claim that the SPOT programme’s 
cost per individual screening was USD20, in 
comparison to Alpha Hawkeye’s USD0.80 per 
inspection.48 

Three Types of Security-Use Contexts and Their 
Rationales

Emotion recognition software and hardware that 
are implemented in security settings fall into three 
categories: 

1. ‘Early warning’ (预警);49 

2. Closer monitoring after initial identification of      
  a potential threat; and 

3. Interrogation. 

The firms’ marketing approaches vary depending on 
the category of use. Sometimes marketed as more 
scientific, accurate descendants of lie-detection 
(polygraph) machines, emotion recognition-
powered interrogation systems tend to extract 
facial expressions, body movements, and vocal tone 
from video recordings. In particular, the academic 
literature coming out of police-training academies 
provides the boilerplate justifications that tech 
companies reproduce in their marketing materials.

One Chinese research paper from the Hubei Police 
Academy discusses the value of facial micro-
expressions in identifying ‘dangerous people’ and 
‘high-risk groups’ who do not have prior criminal 
records.50 The author proposes creating databases 
that contain video images of criminals before and 
after they have committed crimes, as a basis for 
training algorithms that can pick up on the same 
facial muscle movements and behaviours in other 
people.51 The argument driving this – and all uses of 
emotion recognition in public security settings – is 
the belief that people feel guilt before committing 
a crime, and that they cannot mask this ‘true’ inner 
state in facial expressions so minor or fleeting that 
only high-resolution cameras can detect them.52 
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Another paper from two researchers at Sichuan 
Police College envisioned a Tibetan border-patrol 
inspection system that would fit both the ‘early 
warning’ and follow-up inspection functions. 53 They 
argued that traditional border-security inspections 
can be invasive and time-consuming, and that 
the longer they take, the more the individuals 
being inspected feel they are being discriminated 
against.54 Yet if AI could be used to identify 
suspicious micro-expressions, they reasoned, 
presumably fewer people would be flagged for 
additional inspection, and the process would 
be less labour-intensive for security personnel. 
Moreover, the speed of the automated process 
is itself presented as somehow ‘fairer’ for those 
under inspection by taking up less of their time. In a 
similar framing to the Hubei Police Academy paper, 
the authors believed their system would be able to 
root out ‘Tibetan independence elements’ on the 
basis of emotion recognition.55 These disconcerting 
logical leaps are replicated in how the companies 
themselves market their products.

Public Security Implementations of Emotion 
Recognition

News coverage and marketing materials for the 
ten companies described in Table 1 flesh out the 
context in which emotion recognition applications 
are developed. 

According to one local news story, authorities 
at the Yiwu Railway Station (Zhejiang) used 
Alpha Hawkeye’s emotion recognition system 
to apprehend 153 so-called ‘criminals’ between 
October 2014 and October 2015.56 The headline 
focused on the more mundane transgression 
that these types of systems tend to over-police: 
individuals’ possession of two different state ID 
cards. Alpha Hawkeye’s products have reportedly 
been used in both Sharp Eyes projects and in the 
OBOR ‘counterterrorism industry’.57 ZNV Liwei 
(ZNV力维) is also reported to have contributed 
technology to the Sharp Eyes surveillance project 
and to have provided police in Ningxia, Chongqing, 
Shenzhen, Shanghai, and Xinjiang with other ‘smart 
public security products’, though the company’s 

website does not indicate whether emotion 
recognition capabilities are among them.58 An article 
from 2017 indicated that Alpha Hawkeye planned 
to develop its own ‘high-risk crowd database’ that 
would match footage collected from its cameras 
against (unnamed) ‘national face recognition 
databases’. 59 In coordination with local authorities, 
the company has conducted pilot tests in rail 
and subway stations in Beijing, Hangzhou, Yiwu 
(Zhejiang), Urumqi (Xinjiang), and Erenhot (Inner 
Mongolia), at airports in Beijing and Guangzhou, and 
at undisclosed sites in Qingdao and Jinan, although 
it is ambiguous about whether these applications 
involved only face recognition or also included 
emotion recognition.60 

The user interface for an interrogation platform from 
CM Cross (深圳市科思创动科技有限公司, known 
as 科思创动) contains a ‘Tension Index Table’ (紧
张程度指数表) that conveys the level of tension a 
person under observation supposedly exhibits, with 
outputs including ‘normal’, ‘moderate attention’, and 
‘additional inspection suggested’.61 Moreover, the 
CM Cross interrogation platform sorts questions to 
pose to suspects into interview types; for example, 
‘conventional interrogations’, ‘non-targeted 
interviews’, and ‘comprehensive cognitive tests’.62 

At the 8th China (Beijing) International Police 
Equipment and Counter-Terrorism Technology 
Expo in 2019, Taigusys Computing representatives 
marketed their interrogation tools as obviating 
the need for polygraph machines, and boasted 
that their prison-surveillance system can prevent 
inmate self-harm and violence from breaking out 
by sending notifications about inmates expressing 
‘abnormal emotions’ to on-site management staff. 
Images of the user interface for the ‘Mental Auxiliary 
Judgment System’ (精神辅助判定系统) on the 
company’s website show that numerical values are 
assigned to nebulous indicators, such as ‘physical 
and mental balance’ (身心平衡).63 
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Table 1: Companies Providing Emotion Recognition for Public Security

Company Name Products and Methods of Data Collection Suggested Uses64

Alpha 
Hawkeye 
阿尔法鹰眼 

Monitors vestibular emotional reflex and conducts 
posture, speech, physiological, and semantic 
analysis.65 

• Airport, railway, and subway station 
early-warning threat detection

• Customs and border patrol

CM Cross 
科思创动

Employs deep-learning-powered image 
recognition to detect blood pressure, heart rate, 
and other physiological data.66 

• Customs and border patrol67

• Early warning
• Police and judicial interrogations

EmoKit 
翼开科技

EmoAsk AI Multimodal Smart Interrogation 
Auxiliary System detects facial expressions, body 
movements, vocal tone, and heart rate.68 Other 
products detect similar data for non-interrogation 
uses.

• Detecting and managing mental-
health issues at medical institutions

• Loan interviews at banks
• Police-conducted interrogations69 

and other law enforcement-led 
questioning of convicted criminals70

Joyware  
中威电子

NuraLogix

NuraLogix’s DeepAffex is an image recognition 
engine that identifies facial blood flow (which is 
used to measure emotions) and detects heart 
rate, breathing rate, and ‘psychological pressure’.71 
Joyware also uses NuraLogix’s polygraph tests.72

• Airport and railway station 
surveillance

• Nursing
• Psychological counselling

Miaodong 
秒懂

Relies on image recognition of vibrations and 
frequency of light on faces, which are used to 
detect facial blood flow and heart rate as a basis 
for emotion recognition.73

• Police interrogation

Sage Data 
睿数科技

Public Safety Multimodal Emotional Interrogation 
System detects micro-expressions, bodily micro-
actions, heart rate, and body temperature.74

• Police and court interrogations

Shenzhen 
Anshibao 
深圳安视宝

Emotion recognition product detects frequency 
and amplitude of light vibrations on faces and 
bodies, which Shenzhen Anshibao believes can be 
used to detect mental state and aggression.75 

• Early warning76

• Prevention of crimes and acts of 
terror

Taigusys 
Computing 
太古计算

One product is referred to as a micro-expression-
recognition system for Monitoring and Analysis 
of Imperceptible Emotions at Interrogation Sites, 
while others include ‘smart prison’ and ‘dynamic 
emotion recognition’ solutions. Taigusys claims 
to use image recognition that detects light 
vibrations on faces and bodies, as well as parallel 
computing.77 

• Hospital use for detecting 
Alzheimer’s, depression, and panic 
attacks78

• Police interrogation of suspected 
criminals79

• Prison surveillance

Xinktech 
云思创智

Products include ‘Lingshi’ Multimodal Emotional 
Interrogation System and Public Security 
Multimodal Emotion Research and Judgment 
System, among others. They can detect eight 
emotions and analyses facial expression, posture, 
semantic, and physiological data.80

• Judicial interrogation81

• Police interrogation82

• Public security settings, including 
customs inspections83

ZNV Liwei 
ZNV力维

Collects data on heart rate and blood-oxygen 
level.84

• Police interrogation of suspected 
criminals
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Xinktech (南京云思创智科技公司) aims to create 
the ‘AlphaGo of interrogation’.85 Their ‘Lingshi’ 
Multimodal Emotional Interrogation System’ 
(灵视多模态情绪审讯系统), showcased at the 
Liupanshui 2018 criminal defence law conference 
in Hubei, contains ‘core algorithms that extract 68 
facial feature points and can detect eight emotions 
(calmness, happiness, sadness, anger, surprise, fear, 
contempt, disgust).86 Aside from providing a venue 
for the companies to showcase their products, 
conferences double as a site for recruiting both 
state and industry partners in development and 
implementation.

In 2018, Hangzhou-based video surveillance 
firm Joyware signed a cooperative agreement to 
develop ‘emotional AI’ with the Canadian image 
recognition company NuraLogix.87 NuraLogix trains 
models to identify facial blood flow as a measure 
of emotional state and other vital signs.88 ZNV Liwei 
has collaborated with Nanjing Forest Police College 
and CM Cross to establish an ‘AI Emotion Big Data 
Joint Laboratory’ (AI情绪大数据联合实验室), where 
they jointly develop ‘psychological and emotion 
recognition big data systems’.89 In 2019, Xinktech 
held an emotion recognition technology seminar in 
Nanjing. Media coverage of the event spotlighted 
the company’s cooperative relationship with the 
Interrogation Science and Technology Research 
Center of the People’s Public Security University 
of China, along with Xinktech’s joint laboratory 
with the Institute of Criminal Justice at Zhongnan 
University of Economics and Law established earlier 
that year.90 

Xinktech’s partnerships with both of these 
universities and Nanjing Forest Police Academy 
account for some of its training data acquisition 
and model-building process – contributions that 
reflect a symbiotic exchange between firms and 
the state.91 EmoKit (翼开科技), which professed to 
have 20 million users of its open APIs four years 
ago, partnered with the Qujing Public Security 
Bureau (PSB) in Yunnan Province.92 According 
to one source, EmoKit obtained 20 terabytes of 
interrogation video data from a southern Chinese 
police department.93 In Guizhou, a startup called 
Miaodong (秒懂) received a similar boost from 
local government in 2016. 94 At first, Miaodong’s 

interrogation software was reputedly only accurate 
50% of the time. They then came to the attention of 
local officials in the Guiyang High Tech Zone and 
teamed up with the Liupanshui PSB. After this, the 
PSB shared several archived police interrogation 
videos with Miaodong, and the company says its 
accuracy rates rose to 80%.95 Similarly, Xinktech 
partnered with police officers to label over 2,000 
hours of video footage containing 4 million 
samples of emotion image data. When asked why 
Xinktech entered the public security market, CEO 
Ling responded: “We discovered that the majority 
of unicorns in the AI field are companies who 
start out working on government business, mainly 
because the government has pain points, funding, 
and data.”96 Exploiting these perceived ‘pain points’ 
further, some companies offer technology training 
sessions to law enforcement.

At a conference, Xinktech CEO Ling Zhihui discussed 
the results of Xinktech’s product applications 
in Wuxi, Wuhan, and Xinjiang. 97 Afterwards, Ling 
facilitated a visit to the Caidian District PSB in 
Wuhan to demonstrate their pilot programme using 
Xinktech’s ‘Public Security Multimodal Emotion 
Research and Judgment System’ (公安多模态情

绪研判系统).98 Xinktech reportedly also sells its 
‘Lingshi’ interrogation platform to public security 
and prosecutorial institutions in Beijing, Hebei, 
Hubei, Jiangsu, Shaanxi, Shandong, and Xinjiang.99 
Concurrently with the Hubei conference, Xinktech’s 
senior product manager led the ‘Interrogation 
Professionals Training for the Province-Wide 
Criminal Investigation Department’ (全省刑侦部

门审讯专业人才培训) at the Changzhou People’s 
Police Academy in Jiangsu province, an event co-
sponsored by the Jiangsu Province Public Security 
Department.100 Finally, in late 2019, EmoKit’s CEO 
described a pilot test wherein police in Qujing, 
Yunnan, would trial the company’s interrogation 
technology. EmoKit planned to submit results 
from this test run in its application to join the list 
of police equipment procurement entities that 
supply the Ministry of Public Security.101 EmoKit 
also purports to work with the military, with one 
military-cooperation contract raking in 10 million 
RMB (USD1.5 million USD), compared with 1 million 
RMB (USD152,000 USD) orders in the financial and 
education sectors, respectively.102 
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Driving Safety
The span of driving-safety applications of emotion 
recognition runs from in-car interventions to 
stationary hardware mounted on roadways. As with 
the other ucse cases in this report, this subsector 
of applications is not unique to China.103 All of the 
Chinese examples in this section feature emotion 
sensing, in addition to driver-fatigue detection, 
and notably seem to group both under emotion or 
expression recognition.

In-Vehicle Emotion Recognition 

Smart car manufacturer LeEco was reported to 
have incorporated face and emotion recognition 
into its LeSee concept car model in 2016.104 In its 
2019 corporate social responsibility report, Great 
Wall Motors announced that in at least three of 
its models it had launched an ‘intelligent safety 
system’, Collie, which includes ‘emotion/expression 
recognition’ and facial recognition capabilities 
among a total of 43 features to protect drivers, 
passengers, and pedestrians.105 A reporter who 
tested one of these Great Wall Motors models, the 
VV7, found that when the car’s emotion recognition 
technology sensed the reporter was ‘angry’ it 
automatically played more up-tempo music.106 
Additional media coverage of Great Wall Motor’s 
VV6 model, which is reported to be released in 2021, 
indicates that the emotion recognition system can 
be continually upgraded as firmware-over-the-
air, such that the emotion and fatigue recognition 
system can receive push updates of ‘relevant’ 
music.107

When state-owned car manufacturer Chang’an 
Automobiles promoted its UNI-T SUV crossover 
model at a connected-car technology expo in 
April 2020, media coverage described the in-
vehicle UNI-T system as able to detect drivers’ 
emotions and fatigue levels through facial emotion 
recognition.108 Frequent yawning and blinking might 
prompt the UNI-T system to verbally warn the 
driver to be more alert, or – as with the Great Wall 
Motors cars – the system might automatically play 
‘rejuvenating’ music.109 

Aside from automobile manufacturers, hardware 
companies and AI startups are also contributing to 
the emerging trend of outfitting cars with emotion 
recognition functions. For instance, in late 2020, 
Huawei showcased its HiCar system that links 
drivers’ mobile phones to their cars, enabling 
applications of computer vision, including emotion 
recognition and driver-fatigue recognition.110 
Taigusys Computing, the company that has 
provided emotion and behaviour recognition 
cameras for monitoring prisons and schools, has 
likewise developed a ‘driver abnormal behaviour 
recognition system’ that assesses drivers’ facial 
expressions, body movements, and the content of 
their speech to issue early warnings if any of these 
actions is deemed unsafe.111 

While most instances of in-vehicle emotion 
recognition focus on drivers, one Chinese car 
manufacturer has chosen to broaden its scope 
to additionally identify the emotional states of 
passengers. AIWAYS (爱驰汽车) has developed 
‘smart companion technology’ that news reports 
describe as being able to detect a child passenger’s 
emotions that may distract a parent’s driving. If a 
child is crying in the backseat, the AIWAYS system 
can ‘appease the child by playing songs the child 
likes, stories, and even sounds of the child’s own 
happy laughter’.112 

Insurance Companies and Emotion Recognition of 
Drivers 

Insurance providers have also begun turning to 
emotion recognition to streamline their operations. 
China’s biggest insurance firm, Ping An Group, 
demonstrated an in-vehicle facial expression 
recognition system that merges two of the 
company’s products, Face Know Your Driver (FACE 
KYD) and Driving Risk Video Recognition (DRVR), at 
an expo in late 2019. The former extracts drivers’ 
facial micro-expressions in real time and then runs 
these data through a model that predicts driving 
risks. The DRVR system uses facial expression-
based driver attention and fatigue models to 
‘provide diverse in-process risk management 
solutions’ meant to avert accidents and subsequent 
insurance-claim filings. A representative of Ping 
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An’s Property and Casualty Insurance Technology 
Center revealed that, in addition to driver facial 
expression data, the cars are outfitted to incorporate 
real-time data on other cars and the roads being 
used.113 This real-time analysis can allegedly catch 
drivers ‘dozing off, smoking, playing with mobile 
phones, carelessly changing lanes, [and] speeding’. 
Ping An’s Chief Scientist, Xiao Jing, praised this 
AI system’s acceleration of the insurance-claim 
investigation process.114 

Emotion Recognition Outside of Cars

To date, Chinese driving-safety applications of 
emotion recognition capabilities tend to focus on 
individuals inside of cars; yet there is also emerging 
interest in how the technology could be used at 
highway toll booths. An academic paper by four 
researchers at the Xi’An Highway Research Institute 
proposes an early-warning system that would use 
micro-expression recognition to detect drivers likely 
to commit highway fare evasion.115 The authors note 
that, in some parts of China, highway toll booths 
are already outfitted with automated licence plate 
readers and facial recognition-equipped cameras 
to track the vehicles of drivers who evade tolls. In 
addition to their proposal that micro-expression 
recognition be used to detect suspects likely to 
commit fare evasion, they broaden the scope to 
include ‘early detection’ of drivers who may pose 
a physical threat to tollbooth operators.116 Such 
a system would require the creation of a facial-
expression database comprising people who 
have evaded fares or perpetrated violence against 
tollbooth operators in the past, which could be 
shared across multiple highway systems and 
updated with the facial expression data it would 
continually amass. 117 This envisioned system would 
connect to existing highway-monitoring systems, 
and could link a driver’s facial recognition and facial 
expression data with the same individual’s licence 
information, creating what the authors describe as a 
‘highway traveller credit database’ (高速公路出行者

信用数据库) that could be shared with the Ministry 
of Public Security, as well as with transportation 
and security-inspection authorities, as evidence of 

fare evasion. 118 While there has been no indication 
that this particular project is to be trialled or 
implemented thus far, there are some signs of state 
support for the development of emotion recognition 
for driving safety.

State and Tech Industry Interest 

The city of Guangzhou issued a suggested research 
topic, ‘Research and Development on Applications 
of Video Surveillance Inside and Outside of 
Vehicles’, in its 2019 special application guide for 
‘smart connected cars’. Specifically, the application 
guide expressed interest in supporting ‘recognition 
of and feedback on mental state, emotional 
conditions, vital signs, etc. to improve security in the 
driver’s seat’, and ‘achievable emotion recognition 
of drivers, automated adjustment of the vehicle’s 
interior aroma/music category/colour of ambient 
lighting to stabilize the driver’s mental state’.119 

Tech companies that have provided emotion 
recognition capabilities in other use cases have 
shown interest in the driving-safety subsector. 
Xinktech, for instance, has mentioned highway 
management as a next step for its ‘Lingshi’ 
multimodal emotion analysis system.120 The 
company is also researching in-car emotion 
recognition for potential use in taxis. In making a 
case for studying the emotional expressions of taxi 
drivers and passengers before and after incidents 
of verbal and physical conflict erupt, Xinktech CEO 
Ling Zhihui cited a series of murders and rapes 
that drivers for ride-hailing company Didi Chuxing 
committed. Ling suggests these data can be used 
to train early-warning models that would alert Didi’s 
customer-service representatives to intervene 
and prevent passenger harm.121 Much like with 
technologies that purport to predict acts of terror, 
these ‘solutions’ could instead cause problems for 
drivers incorrectly flagged as at-risk of harming a 
passenger. Recording suspicious behaviour in the 
driver’s ridesharing profile, banning the driver from 
the platform, or escalating the situation to involve 
the police are all potential negative outcomes if 
emotion recognition is applied in this setting.
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Education 
Emotion and Edtech

Educational technology (edtech) makes a mix 
of promises about student safety, learning 
progress, and effective teaching approaches in 
its applications, although (for reasons discussed 
below) it is clear there is a burgeoning market for 
these tools across the world, and within China in 
particular. Face-recognition technologies used in 
addition to, or embedded within, edtech products 
have sparked debate around student privacy and 
the discriminatory potential of such technologies 
in various national contexts.122 For instance, as the 
sales of test-proctoring software have skyrocketed 
due to COVID-19 school shutdowns, educators 
are alarmed at how these platforms monitor 
students to detect signs of cheating.123 Due to these 
systems’ design, darker-complexioned students 
have encountered technical difficulties in which 
systems struggle to identify their faces. Nonbinary-
identifying students, as well as student parents and 
neurodiverse students, have also come up against 
problems with how test-proctoring systems identify 
their faces and body movements.124

China’s Push for ‘AI+Education’ 

Pre-pandemic uses of face and facial expression 
recognition in schools tended to fall into three 
general purposes: conducting face-based 
attendance checks, detecting student attention or 
interest in a lecture, and flagging safety threats. 
There are two main reasons for the push for edtech 
at the local and regional levels in the Chinese 
education sector. First, promises of progress 
tracking, exam preparation, and higher quality 
of learning resonate strongly with parents, who 
are willing to spend large amounts of money 
in a competitive education system predicated 
on standardised testing.125 Second, state- and 
national-level AI ambitions and education-focused 
incentives, in particular, incentivise new edtech 
development and deployment. 

In 2018, the Action Plan for Artificial Intelligence 
Innovation in Colleges and Universities stated 
the intention to accelerate the innovation and 
applications of AI in the education sector.126 Another 
driver is China’s New Generation AI development 
plan, under which local governments carry out 
the central government’s vision of AI innovation 
through subsidies and other support mechanisms 
that enable rapid AI adoption throughout a variety 
of institutions.127 The fervour for personalised 
learning and other technology-enhanced education 
outcomes in plans such as ‘China Education 
Modernization 2035’ (中国教育现代化2035) adds 
to the nationwide impetus.128 As one paper on the 
role of private companies in the edtech sector 
in China posits, ‘it is this pursuit of marketable 
products that appears to define the general 
approach of the private sector, rather than any 
underlying educational rationale for the design and 
development of AI applications’.129 

Chinese Academic Research on Emotion 
Recognition in Education

Emotion recognition technologies gain an additional 
sense of urgency in light of an accompanying trove 
of domestic academic research in this area. Among 
the dozens of research papers Chinese scholars 
have published about machine learning-dependent 
emotion recognition methods and their applications, 
education-related applications may be viewed as 
less controversial, net-positive use cases. They do 
not consider these technologies’ potential harms 
to students and teachers. As demonstrated in 
this report, academic researchers’ assumptions 
and arguments then reappear in marketing for 
commercial emotion recognition technologies – 
even trickling down to school administrators’ own 
descriptions of why these technologies should be 
used to manage students and teachers.

Researchers have explored using emotion 
recognition to detect students’ cognitive disabilities, 
and isolate specific moments that interest them, 
as a basis for teachers to modify their lesson 
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plans.130 The presumed causal link between content 
taught and students’ outward expressions of 
interest are the foundations of an argument for 
personalised learning that many firms (described 
in China’s Market for Emotion Recognition in 
Education) repeat. Another study applies deep-
learning algorithms to identify students’ real-
time facial expressions in massive open online 
courses (MOOCs). 131 The authors believe emotion 
recognition benefits MOOCs in particular because 
teachers are not co-located with their students 
and need to enhance the quality of student–
teacher interaction.132 Although at least one study 
acknowledges that equating students’ facial 
emotions with states of learning engagement is 
a highly limited approach, the main response to 
this shortcoming has been to create new versions 
that learn from past data (or, ‘iterate’) on unimodal 
emotion recognition with multimodal alternatives.133

One multimodal study of Chinese MOOC 
participants collected facial-image and brainwave 
data to create a novel dataset, comprised of Chinese 
learners (as opposed to human research subjects 
of other ethnicities), and to address low course-
completion and participation rates in MOOCs.134 
Others investigated methods for using Tencent’s 
near-ubiquitous messaging app, WeChat, to 
conduct face, expression, and gesture recognition 
that would be implemented in classrooms as a 
continuous, cost-efficient alternative to end-of-term 
questionnaire evaluations of teachers.135 In a similar 
vein, another paper suggests vocal tone-recognition 
technology can be used like a ‘smoke alarm’: if 
teachers’ voices express insufficient warmth or 
affinity (亲和力), they can receive reminders to do 
so.136 

Academic literature within China does not touch on 
an important consideration in the use of emotional 
recognition in schools: recent research has found 
that current facial-emotion recognition methods 
demonstrate subpar performance when applied to 
children’s facial expressions.137 Nonetheless, as the 
11 companies in Table 2 demonstrate, physical and 
virtual classrooms across China are test sites for 

emotion recognition in education. As the COVID-19 
pandemic has popularised ‘blended learning’ (混
合学习) – where some classroom instruction is 
conducted using digital technologies, while the 
rest retains the traditional face-to-face approach – 
several of these companies are prepared to absorb 
new demand.

China’s Market for Emotion Recognition in 
Education

Given how similar emotion recognition product 
offerings in the education field are, one way to 
differentiate between them is to examine how they 
came to incorporate emotion recognition into their 
core offerings. One set is companies that did not 
start out in the education sector but later developed 
their emotion recognition software and/or hardware 
for education use cases (Hanwang, Hikvision, 
Lenovo, Meezao, Taigusys Computing). Another is 
edtech firms with emotion recognition capabilities 
ostensibly built in-house (Haifeng Education, 
New Oriental, TAL, VIPKID). The third comprises 
partnerships between edtech firms and major tech 
companies specialising in emotion, face, voice, 
and gesture recognition (EF Children’s English, 
VTron Group). As with security applications, user 
interfaces from these companies illuminate which 
data points are used to restructure the learning 
experience.

As of December 2017, Hanwang Education supplied 
at least seven schools around China with its CCS.138 
In an interview for The Disconnect, Hanwang 
Education’s general manager logged into the CCS 
user account of a teacher at Chifeng No. 4 Middle 
School in the Inner Mongolia Autonomous Region 
to demonstrate the app. 139  Aside from behavioural 
scores, the app breaks down percentages of 
class time spent on each of the five behaviours it 
recognises, and compares individual students with 
the class average. For example, a student who was 
marked as focused 94% of the time in his English 
class, but was recorded as only answering one of 
the teacher’s questions in a week, was considered 
to have low class participation.140



27

ARTICLE 19 · Emotional Entanglement: China’s emotion recognition market and its implications for human rights ·2021

Company
Type of 

Instruction
Product Name and Description

EF Children’s English 
英孚少儿英语

In person and 
online

Partners with Tencent Cloud to conduct image, emotion, and 
voice recognition, and receives curriculum design assistance 
to EF’s product-development teams and teachers.141 

Hanwang Education 
汉王教育

In person Class Care System (CCS) cameras take photos of whole 
classes once per second, connect to a programme that 
purportedly uses deep-learning algorithms to detect 
behaviours (including ‘listening, answering questions, writing, 
interacting with other students, or sleeping’) and issue 
behavioural scores to students every week. Scores are part of 
a weekly report that parents and teachers access via the CCS 
mobile app.142

Haifeng Education 
海风教育

Online Cape of Good Hope multimodal emotion recognition platform 
tracks students’ eyeball movements, facial expressions, vocal 
tone, and dialogue to measure concentration.143

Hikvision 
海康威视

In person Smart Classroom Behaviour Management System integrates 
three cameras, positioned at the front of the classroom, and 
identifies seven types of emotions (fear, happiness, disgust, 
sadness, surprise, anger, and neutral) and six behaviours 
(reading, writing, listening, standing, raising hands, and laying 
one’s head on a desk).144 Cameras take attendance using face 
recognition, and scan students’ faces every 30 seconds.145

Lenovo 
联想

In person ‘Smart education solutions’ include speech, gesture, and facial 
emotion recognition.146

Meezao 
蜜枣网

In person Uses facial expression recognition and eye-tracking software 
to scan preschoolers’ faces over 1,000 times per day and 
generate reports, which are shared with teachers and 
parents.147 Reports contain data visualisations of students’ 
concentration levels at different points in class.148 

New Oriental 
新东方

Blended learning AI Dual Teacher Classrooms contain a ‘smart eye system 
based on emotion recognition and students’ attention levels’, 
which the company says can also detect emotional states, 
including ‘happy, sad, surprised, normal, and angry’.149 A 
subsidiary, BlingABC, offers online teaching tools such as 
the AI Foreign Teacher, which contains face- and voice-
recognition functions. BlingABC counts how many words 
students speak, along with data about students’ focus levels 
and emotions, and claims reports containing this combination 
of data can help students, parents, and teachers zero in 
on exactly which parts of a lesson a student did not fully 
understand.150 

Taigusys Computing 
太古计算

In person Collects data from three cameras, one each on students’ 
faces, teachers, and a classroom’s blackboard. The system 
detects seven emotions (neutral, happy, surprised, disgusted, 
sad, angry, scared) and seven actions (reading, writing, 
listening, raising hands, standing up, lying on the desk, playing 
with mobile phones).151 

Table 2: Companies Providing Emotion Recognition for Education



ARTICLE 19 · Emotional Entanglement: China’s emotion recognition market and its implications for human rights ·2021

28

Tomorrow Advancing 
Life (TAL)

Online Xueersi Online School provides extracurricular instruction 
for elementary, junior high, and high school students.152 It 
and other TAL online learning platforms incorporate the 
Magic Mirror System, which identifies ‘concentration, doubt, 
happiness, and closed eyes’ based on facial expressions. 
A display monitor relates information about students’ 
attentiveness to teachers in real time, and reports are 
generated for parents to track their children’s learning 
progress.153

VIPKID Online Conducts face and expression recognition on students and 
teachers. Generates reports to share with teachers and 
parents.154 

VTron Group 
威创集团

In person Partners with Baidu and Megvii to develop face, emotion, and 
voice recognition technology to monitor preschoolers and 
generate reports for their teachers and parents.155 

Taigusys Computing (太古计算), which has 
produced emotion recognition platforms for 
prison surveillance and police interrogations, (see 
the Public Security section), has a teacher user 
interface that displays ‘problem student warnings’ 
with corresponding emotions, such as sadness 
and fear. Other data visualisations combine data 
on expression and behaviour recognition alongside 
academic performance to typologise students. For 
instance, the ‘falsely earnest type’ is assigned to a 
student who ‘attentively listens to lectures [but has] 
bad grades’, while a ‘top student’ might be one with 
‘unfocused listening, strong self-study abilities, but 
good grades’.156 

Although most of these systems are developed 
solely within companies, a few draw from academic 
partnerships and funding of smaller startups. 
Some of the support for emotion, gesture, and face 
recognition in products from one of China’s biggest 
edtech suppliers, TAL, comes from its Tsinghua 
University–TAL Intelligent Education Information 
Technology Research Center, and from technology 
TAL has acquired through FaceThink (德麟科技), 
an expression recognition startup it has funded.157 

When it comes to selling and implementing 
products, several of the companies examined here 
have been known to play to two narratives that 
surpass education: parents’ fears about students’ 
safety, and ‘digital divide’ concerns that less-
developed regions of China will technologically lag 
behind wealthier coastal provinces.

Tech companies use slightly different arguments 
for emotion recognition depending on students’ 
age group and whether the technology is to be 
used for online teaching or in-person classrooms. 
Companies that have produced online teaching 
platforms for nursery school-aged children, for 
example, market their products as critical to not 
only assessing young children’s budding abilities 
to concentrate and learn but also protecting 
these students’ safety. Meezao (蜜枣网), which 
won awards from Microsoft Research Asia for its 
applications of emotion recognition technology in 
retail and banking before turning to the education 
field, provides one example. 158  

Meezao’s founder, Zhao Xiaomeng, cited the 
November 2017 RYB incident, in which Beijing 
kindergarten teachers were reported to have 
abused students with pills and needles, as having 
made him ‘recognise [that] emotional intelligence 
[technology’s] reflection of children’s emotional 
changes can help administrators more accurately 
and quickly understand hidden dangers to children’s 
safety, such that they can prevent malicious 
incidents from happening again’.159 Zhao described 
a trial of Meezao’s technology in a preschool 
classroom, where the software identified fear on 
many of the children’s faces when a male stranger 
with an athletic build entered the classroom.160 
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Similarly, according to VTron Group (威创集团) CEO, 
Guo Dan, their collaborations with teams from both 
Baidu and Megvii enables the use of:

“AI cameras, recognition algorithms, and 
big data analysis, to accurately obtain 
information on individuals’ identities 
and teachers’ and students’ emotions, 
and to provide complete solutions for 
[ensuring] kindergarteners can be picked 
up [from school] safely, for teachers’ 
emotional guidance, and for early warning 
mechanisms [that detect] child safety 
crises”.161 

The faulty assumptions that these security 
arguments are based on remain unchallenged in 
the Chinese literature. As with narratives about 
ameliorating education across rural and lower-
resourced regions of China, the companies make 
promises the technology alone cannot deliver on – 
and, indeed, are not held accountable for upholding.

Hardware giant Lenovo has extended its 
emotion recognition capabilities (originally 
used in customer-service settings) to Chinese 
classrooms.162 Lenovo has sold edtech to 
elementary and high schools in Sichuan, Tibet, 
Shandong, and Yunnan (among at least a dozen 
provinces the company contracts with), touting 
sales to these provinces as a means of closing the 
digital divide. However, because Lenovo’s emotion 
recognition feature is modular, it is difficult to 
pinpoint exactly how many of these schools use 
it.163 New Oriental (新东方), which has brought its AI 
Dual Teacher Classroom (AI双师课堂) to over 600 
classrooms in 30 cities across China, strategically 
spotlights its efforts in cities like Ya’an in Sichuan 
province.164 Despite these sizeable user bases, in-
depth testimonials of how these technologies are 
viewed within schools are scarce. One exception 
comes from the country’s best-documented – and 
perhaps most contentious – implementation of 
emotion recognition, at a high school in the coastal 
tech hub of Hangzhou.

Public criticism directed at various applications of 
emotion recognition in Chinese schools does not 
appear to impede the likelihood that more domestic 
companies will apply voice and facial expression-
based emotion recognition in the education sector. 
Factors that contribute to this potential proliferation 
include the breadth of market opportunities, 
both within and beyond schools; perceptions 
of technological prestige, attributed to specific 
institutions and the country as a whole, for leading 
the adoption of these tools; and local governments’ 
policy support and subsidies of these technologies’ 
installation and upkeep.

Emotion Recognition in Online and In-Person 
Classrooms

In May 2018, Hangzhou No. 11 Middle School held 
a ‘smart campus’ seminar where it unveiled a Smart 
Classroom Behaviour Management System (智
慧课堂行为管理系统), which the world’s biggest 
surveillance-camera producer, Hikvision, produced 
in conjunction with the school.165 Computer monitors 
near teachers’ desks or lecture stands displayed 
the system’s assignment of the values A, B, and C 
to students, based on emotional and behavioural 
indicators, and included a column representing 
‘school-wide expression data’. According to 
the school’s administration, the only behaviour 
registered as ‘negative’ was resting one’s head on 
a desk; and if a student did this often enough to 
surpass a preset threshold, they were assigned a 
C value. Twenty minutes into each class, teachers’ 
display screens issued notifications about which 
students were inattentive. These notifications 
disappeared after three minutes.166 Outside of 
classrooms, monitors showing how many students 
were making ‘sour faces’ (苦瓜脸) and neutral faces 
were mounted in hallways.167 Some media accounts 
in English and Mandarin suggest the technology has 
since been scaled back, while others indicate it has 
been removed altogether. Yet, in its brief trial period, 
the Smart Classroom Behavioural Management 
System revealed how perceptions of emotion 
recognition changed social dynamics in schools.
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Students’ Experiences of Emotion Recognition 
Technologies

Despite avowals from companies such as Meezao 
and Hikvision that their emotion recognition 
applications were designed in conjunction with the 
schools that use them, students appeared to have 
been left out of these consultations. As a Hanwang 
Education technician put it: “We suggest the schools 
ask for the students’ consent before using CCS […] 
If they don’t, there’s nothing we can do.”168 Of the 
few students interviewed about their experiences 
of emotion recognition technologies in Chinese 
classrooms, none supported their schools’ use of 
these systems.  

At Hangzhou No. 11, which claims to have only 
tested the Hikvision Smart Classroom Behaviour 
Management System on two tenth-grade classes, 
some students were afraid when their teachers 
demonstrated the technology.169  While one student’s 
fear was grounded in her understanding of how 
powerful Hikvision’s high-resolution surveillance 
cameras are, others worried about being 
academically penalised if any of their movements 
were recorded as unfocused.170 “Ever since the 
‘smart eyes’ have been installed in the classroom, 
I haven’t dared to be absent-minded in class,” 
reflected one student at Hangzhou No. 11.171 This 
narrative can fuel belief in the power of a technology 
that potentially exceeds what it is being used for; 
one student at Niulanshan First Secondary School 
in Beijing was anxious that data about the moments 
when he is inattentive in class could be shared with 
universities he wants to attend.

Examples of behaviour changes in students bear out 
a concern that Chinese academics have regarding 
emotion recognition; namely, that students will 
develop ‘performative personalities’ (表演型人

格), feigning interest in class if this becomes 
another metric on which their academic abilities 
are judged.172 Some students found staring straight 
ahead was the key to convincing the system they 
were focused.173 Experts who agree that the cameras 

elicit this performative instinct, however, are not 
in agreement about how to respond. Shanghai 
Jiaotong University professor Xiong Bingqi 
castigates the cameras as a “very bad influence on 
students’ development […] [that] take[s] advantage 
of students” and should be removed.174 He Shanyun, 
an associate professor of education at Zhejiang 
University, believes the ‘role-playing’ effect could 
be mitigated if classroom applications of emotion 
recognition are not tied to rewards and disciplinary 
measures against students, and are only used for 
follow-up analysis of students’ learning progress. 
Shanghai University of Finance and Economics law 
professor, Hu Ling, emphasised that schools needed 
to do the work to convince parents and students 
that the technology was not being used to assess 
academic performance.175 Yet, to place the onus for 
seeking consent on the school alone absolves the 
companies of responsibility.

Niulanshan First Secondary School teamed up 
with Hanwang to use the company’s CCS cameras 
to conduct facial sampling of students every few 
months to account for changes in their physical 
appearance.176 This continual sampling – coupled 
with accounts from students at Hangzhou No. 11, 
who found their school’s face-recognition-enabled 
Hikvision cameras often failed when they changed 
hairstyles or wore glasses – suggests this converse 
scenario of error-prone cameras both undermines 
the argument that these new technologies are 
fool proof and can even lead to students being 
apathetic about these new measures.177  At 
Hangzhou No. 11, some students noticed attentive 
classmates were sometimes mislabelled ‘C’ for 
unfocused behaviour.178  Perception of this error led 
these students to discredit the system, with one 
commenting: “it’s very inaccurate, so the equipment 
is still continually being debugged,” and another 
admitting: “We don’t look at this thing too often.”179

Perceptions of inaccuracies do not always end 
with ignoring technology, however. Some Chinese 
academics see the misjudgements of emotion 
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recognition systems as merely a function of 
insufficient data, therefore requiring additional 
data collection for improvement. For instance, 
Professor He posited that a silent, expressionless 
student’s cognitive activity may not be legible to 
a facial emotion-reading system, supporting a 
‘need for further empirical research and real-world 
applications to explain the relationship between 
[facial] expression and learning results.’180 This 
support for more emotion recognition experiments, 
rather than an interrogation of the premise that 
emotion recognition is appropriate in classrooms, 
is shared among education experts who advise 
the government. In a panel that Hangzhou No. 11 
held to seek expert opinions on its applications 
of Hikvision’s Smart Classroom Behaviour 
Management System, Ren Youqun – East China 
Normal University professor and Secretary-
General of the Education Informatization Expert 
Committee of China’s Ministry of Education – 
echoed Professor He’s call for more research while 
the technology is still immature.181  Headmaster of 
Qingdao Hongde Elementary School and edtech 
expert, Lü Hongjun, concurred – with the caveat 
that these technologies should only be rolled out 
experimentally in some classrooms, rather than 
becoming omnipresent in schools and placing too 
much pressure on students.182 Finally, frustration 
with emotion recognition in schools has cropped 
up in classrooms. According to Hanwang’s Zhang, 
students at Chifeng No. 4 Middle School unplugged 
the system’s cameras the day before their final 
exams.183 

Students, of course, are not the only ones whose 
classroom experiences have been reconfigured 
by the introduction of emotion recognition 
technologies. The managerial nature of these 
technological interventions extend to teachers, 
whether they are treated as tools to measure 
teachers’ performance or as a disciplinary aid to 
draw teachers’ attention to distracted students.

Teachers’ Experiences of Emotion Recognition 
Technologies 

Almost all the companies working on applying 
emotion recognition in educational settings claim 
the data they generate on students’ attention levels 
and emotional states can be used to make teachers 
more effective at their jobs. The implicit and explicit 
pitches that emotion recognition vendors make 
about the technology’s benefit to teachers echo the 
Chinese research literature, which equates facial 
reactions to course content with interest in the 
material. Statements about students’ emotional 
responses inevitably become a commentary on 
teachers’ performance. 

New Oriental characterises facial expressions as 
representing ‘students’ true feedback’ to teachers’ 
instruction.184 Comparing traditional classrooms 
to ‘black boxes’, where ‘the quality of teaching 
could not be quantified’, one account of TAL’s 
Magic Mirror claims teachers can obtain effective 
suggestions to improve their instruction methods 
from the reports the product derives.185 Haifeng 
Education depicts its Cape of Good Hope platform 
as capable of student-concentration monitoring, 
‘course quality analysis’, and reduction of teachers’ 
workloads. As in the papers studying how to apply 
emotion recognition to MOOCs, Haifeng suggests 
teachers can consult their platform’s real-time data 
visualisation of students’ emotional responses to 
a lecture, and judge how to adjust their teaching 
in response.186 A write-up of Hangzhou No. 11’s 
Hikvision collaboration in ThePaper (澎湃) likewise 
maintained that a teacher’s popularity can be 
determined through comparing data on the number 
of ‘happy’ students in their class to that of another 
teacher who lectures the same students.187 A 
representative of VIPKID, a popular online English 
teaching platform that hires foreign teachers to 
provide remote instruction, noted that, ‘through 
facial expressions, parents can understand the state 
of their children’s learning. We can also closely 
follow foreign teachers’ teaching situation at any 
time.’188
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At the same time, promises about advancing 
personalised learning and improving teacher quality 
fail to elaborate on what kinds of recommendations 
teachers are given to achieve these vague 
outcomes. For example, there is no clear 
differentiation regarding whether data on which 
students were ‘attentive’ during certain parts of a 
lecture reflects interest in the material, approval of a 
teacher’s pedagogical methods, or another reason 
altogether – let alone guidance on how the data can 
be converted into personalised solutions tailored to 
each student.

In the aforementioned expert panel on the use of the 
Smart Classroom Behaviour Management System 
at Hangzhou No. 11, the difficulty of balancing 
competing interests and drawbacks to teachers and 
students was evident. Ni Mijing, a member of the 
national Committee of the Chinese People’s Political 
Consultative Conference and deputy director of 
the Shanghai Municipal Education Commission, 
acknowledged the value of data on students’ 
reactions to evaluations of teachers, and advocated 
openness to edtech trials as a way for schools 
to learn from their mistakes.189 However, he also 
warned:

“We should oppose using technology 
to judge the pros and cons of children’s 
study methods, [and we] should even 
oppose using this set of technologies 
to judge teachers’ teaching quality, 
otherwise this will produce data 
distortion and terrible problems for 
education […] Excessive top-level design 
and investment are very likely to become 
a digital wasteland, a phenomenon I call 
a digital curse.”190

As with students who expressed doubts about the 
accuracy of Hikvision’s Smart Classroom Behaviour 
Management System and other Hikvision face 
recognition cameras at their school, teachers have 
implied the technology has not changed much about 
how they do their work. For example, one teacher at 
Hangzhou No. 11 said: “Sometimes during class I’ll 
glimpse at it, but I still haven’t criticised students 
because their names appear on it.”191 Chinese news 

reporting has paid little attention to teachers’ 
impressions of emotion recognition, focusing more 
on students, as well as on the biggest champions of 
these technologies: school administrators.

School Administrators’ Perceptions of Emotion 
Recognition Technologies

School administrators have tended to take defensive 
stances on the value of emotion recognition 
technology to their schools. The defensiveness is, in 
part, a response to spirited public discussion about 
privacy concerns surrounding the use of emotion 
recognition in schools in China. For instance, 
Megvii’s implementation of an attendance-, 
emotion-, and behaviour-recognition camera, 
the MegEye-C3V-920, at China Pharmaceutical 
University in Nanjing met with criticism on Chinese 
social media.192 While social media commentary 
focuses on a suite of privacy and rights violations, 
news media accounts instead tend to focus on the 
risks of data leakage and third-party misuse.193 

Hangzhou No. 11 Principal, Ni Ziyuan, responded to 
criticisms that the Hikvision-built Smart Classroom 
Behaviour Management System violates student 
privacy with the rebuttal that it does not store video 
recordings of classroom activity, but instead merely 
records the behavioural information extracted from 
video footage.194 Vice Principal Zhang Guanchao 
has also tried to assuage privacy concerns by 
pointing out that students’ data are only stored on 
local servers (rather than in the cloud), supposedly 
preventing data leaks; that the school’s leadership 
and middle management have differentiated 
permissions for who can access certain student 
data; and that the system only analyses the 
behaviour of groups, not individuals.195 Hanwang 
Education’s CEO maintains the company’s CCS does 
not share reports with third parties and that, when a 
parent is sent still images from classroom camera 
footage, all students’ faces except their child’s 
are blurred out.196 In general, the defences that 
administrators have raised ignore the concerns that 
students and education experts have voiced about 
these technologies.
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Other administration accounts of the Hikvision 
system at Hangzhou No. 11 stand in questionable 
contrast with students’ and teachers’ comments. 
In an interview for ThePaper, Vice Principal Zhang 
boasted the system had achieved positive results: 
students were adapting their behaviour to it, and 
teachers used data about students’ expressions and 
behaviour to change their approach to teaching.197 
While Hangzhou No. 11’s principal and vice principal 
said facial expression and behavioural data would 
not affect evaluations of students’ academic 
performance, in an interview with the Beijing News, 
Zhang said: “Right now [I] can’t discuss [whether 
this system will extend to] evaluations.”198 

Despite administrators’ ardent defences of the 
Smart Classroom Behaviour Management System, 
one account suggests its use was halted the 
same month it was launched.199 In spring 2019, 
Vice Principal Zhang announced the school had 
modified its system to stop assessing students’ 
facial expressions, although the cameras would 
still detect students resting heads on desks 
and continue to issue behavioural scores.200 The 
contradictory statements the administration issued, 
along with this retraction of facial expression 
detection, may point to a mismatch between 
expectations and reality when it comes to applying 
emotion recognition in schools. 

Positive media coverage of schools’ embrace 
of new technologies prevail over accounts of 
the ultimate underuse and distrust of emotion 
recognition technologies in the education sector. 
Moreover, school administrators continue to benefit 
from touting these technological acquisitions 
when publicising themselves to local government 
authorities as progressive and worthy of more 
funding. On a national level, being the first country 
to publicly trial these technologies is a source 
of pride. For instance, one account of TAL’s 
Magic Mirror posited that ‘emotion recognition 
technology is also China’s “representative product 
of independent intellectual property rights”’ – a 
description that reappears on Hangzhou No. 
11’s official WeChat account in a write-up of the 
Hikvision Smart Classroom Behaviour Management 
System.201

At a local level, policymakers’ guidance is more 
directed. The May 2018 event, at which the 
Hangzhou No. 11–Hikvision collaboration was 
first launched, was organised by the Hangzhou 
Educational Technology Center – itself supervised 
by the Hangzhou Education Bureau. The Hangzhou 
Educational Technology Center is in charge of 
both edtech procurement and technical training 
for primary and secondary schools in the city.202 
While Hangzhou is among China’s wealthier 
cities, with resources at its disposal to conduct 
edtech experiments, the user bases of the 
aforementioned tech companies are likely to grow, 
leading more of them to come up against the same 
issues Hangzhou No. 11 did. Not all municipal 
and provincial governments neglect public 
responses to these technological interventions; 
Shenzhen’s Municipal Education Bureau decided 
against implementing online video surveillance 
of kindergarten classrooms to protect student 
privacy.203 Examples like this are the exception, 
however, and do not preclude other cities and 
provinces from experimenting with emotion 
recognition. 

A central tension that schools will continue to 
face concerns whether emotion recognition will be 
used to measure academic performance, student 
behaviour, or both. ‘Function creep’ –technologies’ 
expansion into collecting data and/or executing 
functions they were not originally approved to 
collect or execute – is another possibility. For 
example, in acknowledging that Hangzhou No. 11’s 
Smart Classroom Behaviour Management System 
may label students who rest their heads on their 
desks due to illness as ‘inattentive’, Vice Principal 
Zhang suggested the school nurse’s office could 
establish ‘white lists’ of ill students to prevent 
them from being unfairly marked as unfocused in 
class.204 Similarly, Hangzhou No. 11 implemented 
facial recognition as a form of mobile payment 
authentication in its cafeteria in 2017. Not long after, 
the school used face recognition to monitor library 
loans and compile annual nutrition reports for each 
student, which shared information about students’ 
cafeteria food consumption with their parents.205
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Parents’ Perceptions of Emotion Recognition 
Technologies

Although parents can – in theory –advocate for 
their children’s interests in schools, the extent to 
which they have done so regarding schools’ use 
of emotion recognition is unclear. One article, 
reporting on a Chinese Communist Party-sponsored 
technology expo that featured TAL’s Magic Mirror, 
quoted an impressed parent who felt the use of 
this technology made their child’s education better 
than that of their parents’ generation.206 Yet, a blog 
post declared that parents disliked this monitoring 
of their children, and that some companies 
subsequently removed phrases like ‘emotion 
recognition’, ‘facial recognition’, and ‘magic mirror’ 
from their marketing.207

Regardless of parents’ views on the issue, Professor 
Hu Ling of Shanghai University of Finance and 
Economics noted that “schools hold the power 
to evaluate, punish, and expel”, and so “parents 
won’t sacrifice the students’ futures by standing 
up against the schools, which leaves the students 
in the most vulnerable position.”208 Companies, 
too, wield power over parents. In discussing the 
appeal of their product, Hanwang Education’s CEO 

commented on Chinese parents’ vigilance over their 
children’s academic performance and behaviour 
in class as a product of the national education 
system’s focus on testing as a central determinant 
of future opportunities.209 

Professor Hu hit upon the question that schools 
will continue to revisit regarding not only emotion 
recognition, but also all future technological 
interventions that purportedly make education more 
efficient, effective, quantifiable, and manageable:

The most fundamental 
question is, what do we 
expect education to become? 
If it is guided by efficient 
test-taking, it will naturally 
cut all classroom behaviour 
into fragments, layers, and 
scores, [and] an algorithm 
will evaluate if you are a child 
who loves to learn or if you 
are a child who doesn’t love to 
learn.”210

“



 

3. Emotion Recognition and Human Rights
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International human rights are guaranteed by 
the Universal Declaration of Human Rights and 
given binding legal force through the International 
Covenant on Civil and Political Rights (ICCPR) and in 
regional treaties. 

States are under binding legal obligations to 
promote, respect, protect, and guarantee human 
rights in these treaties. They are also under the 
obligation to provide guidance to businesses on 
how to respect human rights throughout their 
operations.211 

Private companies also have responsibility to 
respect human rights; the Guiding Principles on 
Business and Human Rights provide a starting 
point for articulating the role of the private sector 
in protecting human rights in relation to digital 
technologies. Even though these principles are not 
binding, the UN Special Rapporteur on Freedom 
of Expression and Opinion has stated that ‘the 
companies’ overwhelming role in public life 
globally argues strongly for their adoption and 
implementation’.212 

While we have discussed the dubious scientific 
foundations that underpin emotion recognition 
technologies, it is crucial to note that, emotion 
recognition technologies serve as a basis to restrict 
access to services and opportunities, as well as 
disproportionately impacting vulnerable individuals 
in society. They are therefore fundamentally 
inconsistent with international human rights 
standards, described in this chapter. 

Human dignity underpins and pervades these 
human rights instruments.213 As stated in the 
Preamble to the ICCPR, ‘[human] rights derive from 
the inherent dignity of the human person’, which 
is underscored by the fact that it [dignity] is not a 
concept confined to preambulatory clauses alone 
but is also used in context of substantive rights.214 
Emotion recognition strikes at the heart of this 
concept by contemplating analysing and classifying 
human beings into arbitrary categories that touch 
on the most personal aspects of their being. 
Overarchingly, the very use of emotion recognition 
imperils human dignity and, in turn, human rights – 

particularly given the discriminatory and discredited 
scientific foundations on which this technology is 
built. 

Right to Privacy 
Emotion recognition technologies require collecting 
sensitive personal information for both training and 
application. Individuals being identified, analysed, 
and classified may have no knowledge that they 
are being subject to these processes, making the 
risks that emotion recognition poses to individual 
rights and freedoms grave. While these technologies 
in isolation do not necessarily identify individuals, 
they can be used to corroborate identities when 
used among other technologies that carry out 
identification. This significantly impedes ability to 
remain anonymous, a key concept in the protection 
of the right to privacy as well as freedom of 
expression.215 

A common thread across all use cases discussed in 
this report is the concentration of state and industry 
power; to use emotion recognition technologies, 
companies and state actors have to engage 
in constant, intrusive, and arbitrary qualitative 
judgements to assess individuals. It is important, 
therefore, to consider surveillance as an inevitable 
outcome of all emotion recognition applications. 
For example, all the use cases for early warning, 
closer monitoring, and interrogation related to 
public security are deployed on the grounds that 
they are necessary to prevent crime and ensure 
safety. In practice, however, they are deployed 
indiscriminately for fishing expeditions that are 
unrelated to the needs of a particular operation. 
Mass surveillance thus increasingly becomes an 
end in and of itself. Further, the stated purpose 
of driving-safety applications is to ensure driver 
and passenger safety, but the outcome includes 
systematic invasions of privacy and significant 
mission creep, in the case of biometric information 
potentially being used for insurance purposes. A 
basic tenet of international human rights law is 
that rights may not be violated in ways that confer 
unfettered discretion to entities in power, which is a 
feature of – not a bug in – these technologies. 
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Any interference with the right to privacy must be 
provided by law, in pursuit of a legitimate aim, and 
necessary and proportionate.216 Privacy concerns 
over biometric mass surveillance have received 
dedicated attention in the last few years. In a 2018 
report on the right to privacy in the digital age, the 
UN High Commissioner for Human Rights, while 
discussing significant human rights concerns raised 
by biometric technologies, stated:

“Such data is particularly sensitive, as 
it is by definition inseparably linked to a 
particular person and that person’s life, and 
has the potential to be gravely abused […] 
Moreover, biometric data may be used for 
different purposes from those for which 
it was collected, including the unlawful 
tracking and monitoring of individuals. 
Given those risks, particular attention 
should be paid to questions of necessity 
and proportionality in the collection of 
biometric data. Against that background, 
it is worrisome that some States are 
embarking on vast biometric data-based 
projects without having adequate legal and 
procedural safeguards in place.”217

As noted by the UN Special Rapporteur on Privacy, 
‘evidence has not yet been made available that 
would persuade the [Special Rapporteur] of the 
proportionality or necessity of laws regulating 
surveillance which permit bulk acquisition of 
all kinds of data including metadata as well as 
content’.218 

Importantly, the nature of these technologies is also 
at odds with the notion of preserving human dignity, 
and constitutes a wholly unnecessary method of 
achieving the purported aims of national security, 
public order, and so on (as the case may be). While 
international human rights standards carve out 
national security and public order as legitimate 
justifications for the restriction of human rights, 
including privacy, these situations do not give states 
free rein to arbitrarily procure and use technologies 
that have an impact on human rights; nor do they 
permit states to violate rights without providing 
narrowly tailored justifications and valid, specific 
reasons for doing so.219 

Right to Freedom of Expression
Freedom of expression and privacy are mutually 
reinforcing rights. Privacy is a prerequisite to the 
meaningful exercise of freedom of expression, 
particularly given its role in preventing state and 
corporate surveillance that stifles free expression. 
While freedom of expression is fundamental 
to diverse cultural expression, creativity, and 
innovation, as well as the development of one’s 
personality through self-expression, the right 
to privacy is essential to ensuring individuals’ 
autonomy, facilitating the development of 
their sense of self, and enabling them to forge 
relationships with others.220 

Claims that emotion recognition technology can 
infer people’s ‘true’ inner states, and making 
decisions based on these inferences has two 
significant implications for freedom of expression. 
First, it gives way to significant chilling effects on 
the right to freedom of expression – the notion 
of being not only seen and identified, but also 
judged and classified, functions as an intimidation 
mechanism to make individuals conform to ‘good’ 
forms of self-expression lest they be classified 
as ‘suspicious’, ‘risky’, ‘sleepy’, or ‘inattentive’ 
(depending on the use case). Second, given the wide 
range of current applications, it normalises mass 
surveillance as part of an individual’s daily life, in 
public and private spaces. Proposed uses, such 
as the research paper suggesting deployment of 
emotion recognition technology to identify people 
entering Tibet who have pro-Tibetan independence 
views, create a dangerously low threshold for 
authorities to misidentify self-incriminating 
behaviour in a region that is already over-surveilled. 
Importantly, freedom of expression includes the 
right not to speak or express oneself.221

Right to information is an important part of freedom 
of expression. This includes transparency of 
how state institutions are operating and making 
public affairs open to public scrutiny so as to 
enable citizens to understand the actions of their 
governments. The UN Special Rapporteur on the 
promotion and protection of the right to freedom of 
opinion and expression emphasised that: 
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“Core requirements for democratic 
governance, such as transparency, the 
accountability of public authorities or 
the promotion of participatory decision-
making processes, are practically 
unattainable without adequate access to 
information. Combating and responding 
to corruption, for example, require the 
adoption of procedures and regulations 
that allow members of the public to 
obtain information on the organization, 
functioning and decision-making 
processes of its public administration.”222

Companies are also subject to transparency 
obligations under the Guiding Principles on 
Business and Human Rights, which require business 
enterprises to have in place ‘Processes to enable 
the remediation of any adverse human rights 
impacts they cause or to which they contribute’.223 

Right to Protest
The use of emotion recognition can have significant 
implications for right to protest, that also 
includes freedom of assembly, including potential 
discriminatory and disproportionate impacts, when 
deployed for the purpose of public safety and 
security in the context of assemblies.224 A number of 
examples from around the world demonstrate the 
tendency of states engaging in unlawful, arbitrary, 
or unnecessary surveillance to identify individuals 
exercising their right to protest.225 Emotion 
recognition adds a layer of complication and 
arbitrariness to an already worrying trend, given the 
lack of a legal basis, the absence of safeguards, and 
the extremely intrusive nature of these technologies. 
The UN Special Rapporteur on the Rights to 
Freedom of Peaceful Assembly and of Association 
has stated: 

“The use of surveillance techniques for the 
indiscriminate and untargeted surveillance 
of those exercising their right to peaceful 
assembly and association, in both physical 
and digital spaces, should be prohibited. 
Surveillance against individuals exercising 
their rights of peaceful assembly and 
association can only be conducted on a 
targeted basis, where there is a reasonable 

suspicion that they are engaging in or 
planning to engage in serious criminal 
offences, and under the very strictest rules, 
operating on principles of necessity and 
proportionality and providing for close 
judicial supervision”.226 

Right Against Self-Incrimination
In public and national security use cases, emotion 
recognition often paves the way for people to 
be labelled as ‘suspicious’ or meriting closer 
inspection, and is also used at the stage of 
interrogation. The attribution of emotions like guilt, 
anger, frustration, and so on is conducted and 
determined by the entity deploying this technology, 
which collects, processes, and categorises 
information to make inferences that can have a 
detrimental impact on human rights. This runs 
counter to the right against self-incrimination 
contemplated in international human rights law. 
Article 14(3)(g) of the ICCPR lays down that the 
minimum guarantee in the determination of any 
criminal charge is that every person is entitled ‘not 
to be compelled to testify against himself or to 
confess guilt’. This includes the right to silence.227 
Emotion recognition flips the script on this right, and 
is used to detect and signal guilt. Importantly, this 
right against self-incrimination applies to all stages 
of criminal proceedings, from the time a person 
is suspected to the time of conviction (if it is so 
proved). 

Non-Discrimination
Since emotion recognition is intrinsically predicated 
on mass surveillance, it can have a disproportionate 
impact on historically disadvantaged groups. For 
instance, the security applications entail mass 
surveillance in public spaces, and lend themselves 
to flagging individuals who belong to historically 
marginalised groups, like ethnic minorities, or who 
find immigration and security lines more ‘stressful’ 
than others.  Hence, the use of emotion recognition 
will lead to new fault lines along which individuals 
are classified, with no obligations for these fault 
lines to have any correlation to objective or 
verifiable truths. This technology is poised to lead to 
discrimination, as individuals who do not conform to 
the norms guiding discredited scientific foundations 
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(e.g. people of colour, transgender, and non-binary 
individuals) will be disproportionately surveilled, 
tracked, and judged. 

The UN Human Rights Council has emphasised 
that ‘automatic processing of personal data for 
individual profiling may lead to discrimination or 
decisions that otherwise have the potential to affect 
the enjoyment of human rights, including economic, 
social and cultural rights’.228 Although profiling can 
lead to discriminatory outcomes in disproportionate 
ways regardless of the specific technology in 
question, this risk is even more pronounced in 
the case of emotion recognition, as the criteria 
for classification are primed for discrimination. 
Consequential decisions in the contexts of hiring, 
national security, driving safety, education, and 
criminal investigations are often built on the 
foundations of such profiling.

Other Technical and Policy 
Considerations
A number of additional strategic and substantive 
threads of analysis in the Chinese context are worth 
noting. We outline these thematically below to aid in 
effective civil society advocacy going forward. 

Function Creep

The intended goal for the use of emotion 
recognition systems has varied between use 
cases, but indications of function creep beyond 
use cases discussed in this report already exist. 
Ping An Group’s demonstration, from late 2019, 
indicates the firm’s intention to move past using 
emotion recognition to monitor safety and avert 
accidents, and towards feeding into insurance 
assessments.229 Meezao has already pivoted from 
only providing emotion recognition in schools 
to also offering these technologies at the China 
Museum of Science and Technology to collect data 
on children’s responses to physics and chemistry 
experiments. 230 This function creep has happened 
before: in 2017, Hangzhou No. 11 introduced facial-

recognition authentication for cafeteria payments, 
and subsequently expanded its use to monitoring 
library loans and nutrition reports for each student, 
outlining food consumption information for 
parents.231 

This function creep also stems from a more 
general ‘tech-solutionist’ tendency to using new 
technologies to solve administrative and social 
problems. 

Growing Chorus of Technical Concerns 

There is growing recognition of the limitations 
of emotion recognition technologies from the 
developers, implementers, and individuals subject 
to them. Experts who advocate using emotion 
recognition for security, in particular, acknowledge 
some drawbacks to this technology. However, most 
of their critiques address the technical concerns of 
surveillers at the expense of the real-life impacts 
on those being surveilled. For example, Wenzhou 
customs officials published a research paper on 
automated identification of micro-expressions in 
customs inspections, which admits that camera-
footage quality, lighting, and the added anxiety and 
fatigue of travel can affect how micro-expressions 
are produced, recorded, and interpreted.232 

False positives are another commonly recognised 
issue; however, the Chinese research and security 
literature often attributes these to the person 
under surveillance deliberately feigning emotions, 
rather than to the system’s own flaws. The most 
well-known of these is the ‘Othello error’, in which 
someone telling the truth unintentionally produces 
micro-expressions associated with liars. This is a 
particularly important finding, from a human rights 
perspective, as the overarching issues surrounding 
dignity, privacy, and freedom of expression seem to 
be precluded from public deliberation and critique of 
emotion recognition technologies. 
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Misaligned Stakeholder Incentives

Cooperation between academic research 
institutions, tech companies, and local state actors 
reveals the perceived benefits to each group of 
participating in the diffusion of these technologies, 
which is at odds with the human rights concerns 
arising from them. As one study of facial recognition 
firms in China found, companies that received 
training data from the government were more likely 
to spin off additional government and commercial 
software.233 As such – and aside from procurement 
contracts to furnish technology for Sharp Eyes, 
Fengqiao, and related pre-existing government 
surveillance projects – emotion recognition firms 
may see longer-term financial opportunities and 
profits from these multi-institutional collaborations.

Regional and Global Impact

Throughout the literature on emotion recognition 
technology in China, few companies have expressed 
the intention of exporting their products at this 
phase of their development. Media coverage of 
EmoKit – the company that partnered with the 
city of Qujing, Yunnan, to pilot test its emotion 
recognition interrogation platform – suggested 
Yunnan’s geographical proximity to South and 
Southeast Asia could be advantageous for exports 
to countries that comprise the OBOR and Maritime 
Silk Road regions.234 While OBOR represents a 
terrestrial route connecting China to Europe via 
Central Asia, the Maritime Silk Road is the Indian 
Ocean-traversing counterpart that connects 
ports in China, South and Southeast Asia, the 
Middle East, and Eastern Africa. Alpha Hawkeye 
has allegedly supplied OBOR countries with its 
technology for counterterrorism and garnered 
interest from Southeast Asian security departments 
in the Philippines, Malaysia, Thailand, Myanmar, 
and Indonesia.235 Publicly available data have not 
provided additional evidence of this, however, and 
the company’s own media presence has dwindled in 
the last two years.

Yet, if the ‘biometrics 3.0’ framing of emotion 
recognition as a next step from face recognition 
persists – and if these firms demonstrate that 
emotion recognition capabilities are easily applied 

where face recognition cameras are already in use 
– the other places to watch for potential export 
are markets where Chinese tech companies have 
already sold face recognition cameras. For instance, 
Hikvision has provided surveillance equipment to 
schools in Canada, Denmark, Dubai, India, Japan, 
Malaysia, Pakistan, and South Africa,236 while 
Huawei has provided numerous cities around the 
globe – including in Asia, Africa, and Latin America 
– with policing platforms.237 In 2017, Huawei issued 
a call for proposals that included ‘dialog emotion 
detection based on context information’, ‘emotional 
state analysis based on speech audio signal’, and 
multimodal emotion recognition.238 

Ethnicity and Emotion

Racial, gender-based, and intersectional forms of 
discrimination in biometric technologies like face 
recognition have been demonstrated in a wide 
range of academic and civil society research in 
the last few years. The UN Special Rapporteur on 
Contemporary Forms of Racism calls for ‘racial 
equality and non-discrimination principles to 
bear on the structural and institutional impacts of 
emerging digital technologies’.239 Criticisms of facial 
recognition technologies’ inaccuracies across skin 
tone and gender map onto debates around emotion 
recognition, along with an additional variable: 
cultural differences in expressions of emotion. 

With some exceptions, Chinese companies 
tend to tout the narrative that facial emotion 
expressions are universal,240 but years of scientific 
evidence demonstrate cultural differences in facial 
expressions and the emotions they are interpreted 
to signify. This marketing strategy is unsurprising, 
however, given its ability to boost faith in the 
technology’s alleged objectivity and to unearth 
‘true’ emotions, while also paving a future path to 
its international export. Wang Liying, a technical 
director at Alpha Hawkeye, proclaimed that ‘the 
entire recognition process is uninfluenced by 
expression, race, age, and shielding of the face’.241 

Research suggests otherwise. In her paper ‘Racial 
Influence on Automated Perceptions of Emotions,’ 
Professor Lauren Rhue compiled a dataset of 
headshots of white and Black male National 
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Basketball Association (NBA) players to compare 
the emotional analysis components of Chinese face 
recognition company Megvii’s Face++ software to 
Microsoft’s Face API (application programming 
interface). In particular, she found ‘Face++ rates 
black faces as twice as angry as white faces,’ while 
Face API views Black faces as three times as angry 
as white ones.242

China is not the only country whose tech firms 
factor race into facial recognition and related 
technologies. However, its tech sector’s growing 
influence over international technical standards-
setting for these technologies presents an 
opportunity to address the domestically long-
ignored consequences of technological racial and 
ethnic profiling. Instead of this open reckoning, 
admission of racial inequities in training 
datasets tends to become a justification for the 
creation of datasets of ‘Chinese faces’ to reduce 
inaccuracies in domestic applications of emotion 
recognition.243Arguments like this account for the 
potential bias of datasets that may over-represent a 
tacitly implied Han Chinese range of facial features 
and expressions while failing to address if and 
how new datasets created within China will draw 
samples from China’s 56 officially recognised ethnic 
groups.

Some companies’ open-source APIs include race 
variables that raise a host of concerns about human 
rights implications particularly for ethnic minorities 
– even before considering sources of training 
data, accuracy rates, and model interpretability. 
Baidu’s face-detection API documentation includes 
parameters for emotion detection as well as race, 
with a sample of an API call return including ‘yellow’ 
as a type of race. Taigusys Computing’s open-
source expression-recognition API includes ‘yellow’, 
‘white’, ‘black’, and ‘Arabs’ (黄种人,白种人,黑种

人,阿拉伯人) as its four racial categories. Neither 
company accounts for why race would be assessed 
alongside emotion in their APIs. This is untenable 
for two reasons. First, fundamental issues 
surrounding the discredited scientific foundations 
and racist legacy of emotion recognition makes 

the existence of such systems (and categories) 
deeply problematic. Second, the solution to the 
discriminatory effects of these systems is not to 
add more nuanced alternatives for categorising 
race, but rather to ban the use of such technologies 
altogether.244

Companies’ Claims About Mental Health 
and Neurological Conditions

Proposed uses of emotion recognition to help 
people with neurological conditions, disabilities, 
and mental health afflictions are not new to the 
field. Affectiva has stated it began its work by 
developing a ‘Google Glass-like device that helped 
individuals on the autism spectrum read the 
social and emotional cues of other people they 
are interacting with’.245 While this report excludes 
an in-depth analysis of similar use cases, which 
are often carried out in medical institutions, it 
must take into account a critical omission in the 
emerging literature on commercial applications of 
emotion recognition in China: thus far, companies 
have ignored questions of how these technologies 
will work for neurodiverse individuals. Companies 
engaged in non-medical applications make 
particularly troubling claims about their ability to 
detect mental health disorders and neurological 
conditions (both diseases and disorders) – highly 
discrete categories that this literature often groups 
together, as though they were indistinguishable.

Chinese companies like Taigusys Computing and 
EmoKit have mentioned autism, schizophrenia, 
and depression as conditions they can diagnose 
and monitor using micro-expression recognition.246 
Meezao CEO Zhao said the company is testing its 
emotion recognition technology on children with 
disabilities; for instance, to detect types of smiling 
that could serve as early indicators of epilepsy.247 
One concern is that these systems will impose 
norms about neurotypical behaviour on people 
who do not display it in a way the technology 
is designed to detect.248 Another possible issue 
involves potential discrimination against people the 
technology perceives as exhibiting such conditions.
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Although Meezao’s public-facing marketing 
materials have sidestepped the question of what 
emotion recognition reveals about students’ 
mental health, a 2018 academic paper featuring the 
company’s CEO as a co-author, entitled ‘Application 
of data mining for young children education using 
emotion information’, briefly touches on this 
topic.249 The paper cites research that has found 
suicide to be the top cause of death among Chinese 
adolescents, and it partially attributes this to 
Chinese families lacking contact with their children 
and paying insufficient attention to their children’s 
emotions.250 In support of the paper’s proposed 
emotion recognition intervention, the co-authors 
maintain that:

“Our system has the potential to help 
analyze incidents such as child abuse 
and school bullying. Since our intelligent 
system can help catch and analyze 
abnormal situation [sic] for discovering 
and solving problems in time, it will be 
easier to protect children from hurt. For 
instance, if a child shows persistent or 
extremely negative emotions, it is rational 
for us to pay attention to what he/she has 
suffered.”251

Of the companies that insist they can detect these 
conditions, none have offered explanations of how 
their technologies analyse emotions while taking 
this assessment into account; for example, how 
might a student with attention deficit hyperactivity 
disorder (ADHD) be monitored for attentiveness, 
compared with her classmates who do not have 
this diagnosis? In general, Chinese researchers and 
tech firms appear not to have deliberated about 
how differently abled and neurodiverse people will 
interact with emotion recognition systems built into 
any of the use cases explored in this report.

Emotion and Culpability 

The inherent ethnic and ableist biases that 
may seep into emotion recognition’s use can 
be amplified when early-warning systems flag 
individuals or groups who exhibit ‘suspicious’ 
emotions as deserving of additional monitoring. 
Although a 2016 research paper by two engineers 
from Shanghai Jiaotong University was met with 
major international criticism for perpetuating 
racism – the authors developed an algorithmic way 
to detect facial features that allegedly correlate to 
criminality – opposition to this type of work has, 
unfortunately, not hindered related uses of emotion 
recognition.252 Claims that emotion recognition 
technologies’ use in surveillance and interrogation 
reduce prejudice – because they are seen as faster, 
imperceptible to people under surveillance, and 
‘objective’ compared with human, error-prone 
alternatives – detract from the greater likelihood 
that they will instead be more discriminatory for 
everyone. 

Some companies unwittingly expose this reality 
in their appeals to law enforcement officials. A 
‘market pain point’ that EmoKit singles out is 
that amendments to Chinese criminal law have 
raised standards for evidence, investigations, and 
trials. The company claims that, faced with these 
‘implementations of principles of respect and 
protections of human rights […] basic-level police 
forces are seriously inadequate, and need to achieve 
breakthroughs in cases within a limited period of 
time. [They] urgently need new technologies.’253 
The implication here is that emotion recognition 
technologies, like those EmoKit provides for police 
interrogation, can circumvent some of the new 
safeguards set in place to protect suspects’ rights. 
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Although not all police officers view this approach 
as a way to get around the law, an equally 
problematic possibility is that some will believe 
that using emotion recognition in interrogation is 
more scientific and rights-protective. As far back 
as 2014, an academic paper from the People’s 
Public Security University of China, detailing how 
law enforcement officials could be trained to 
visually observe micro-expressions, made a similar 
argument:

“Under the new Criminal Procedure Law’s 
principle that ‘no individuals can be forced 
to prove their guilt,’ it has become more 
difficult to obtain confessions. Criminal 
suspects often respond to questioning with 
silence and unresponsiveness. In actuality, 
it is common for investigations to turn 
up no clues. Micro-expression analysis 
techniques can now solve this issue.”254 

Specifically, investigators would be trained to 
introduce ‘stimuli’ – such as the names of people 
and objects related to a crime – while watching for 
micro-expressions that correspond to these words. 
They would then treat terms that elicit these minute 
responses as ‘clues’ in a case. The paper presaged 
the ability to return to archival interrogation video 
footage to search for moments when incriminating 
micro-expressions appeared. When AI is brought 

into the procedure, even more of these moments 
can presumably be identified. An article about 
Shenzhen Anshibao confirmed the technology could 
be used for post-mortem emotion recognition, citing 
video footage of the Boston marathon bombing as 
an example.255 

The role of security blacklists and criminal 
backgrounds is also critical to the justifications 
that companies, researchers, and the state present 
for emotion recognition. Advocates of emotion 
recognition for public security note that, while 
face recognition enables cross-checking with 
police blacklist databases, they fail to account for 
people who lack criminal records. One paper, from 
the Public Security College of Gansu University 
of Political Science and Law, laments that current 
facial recognition systems in China lack data on 
residents of Hong Kong, Taiwan, Macao, and other 
foreign nationals. Micro-expression recognition, 
the authors argue, would widen the net of which 
‘dangerous’ people can be flagged in early-warning 
systems.256 This suggestion takes on added portent 
in light of China’s recent crackdowns on Hong 
Kong protests and the instatement of China’s new 
national security law there.



4. China’s Legal 
Framework and Human 
Rights

4. China’s Legal Framework and Human Rights
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China’s legal landscape around data protection and 
AI is multi-layered and constantly evolving. Two of 
the main contributions of this report are:

1. Unpacking one national context – including 
incentives, actors, and narratives – within 
which these systems are meant to function; 
and

2. Demonstrating the fundamental 
incompatibility of emotion recognition 
systems with international human rights law.

This section lays down relevant Chinese legal 
standards and norms that will feed into the 
regulation and development of the emotion 
recognition market, with the aim of providing a 
sense of the landscape and open questions to ask 
in future work.

China’s National Legal Framework

Relationship to International Legal 
Frameworks

In October 1998, China signed, but did not ratify, 
the ICCPR. This has been the focus of much 
international and national scrutiny, with several 
pushes for ratification; at the time of writing this 
report, however, it has still not been ratified.257 Even 
so, China remains bound by the provisions of the 
ICCPR to some degree. In the 2016–2020 National 
Human Rights Action Plan for China, the Information 
Office of the State Council states:

“China shall continue to advance related 
legal preparations and pave the way for 
ratification of the International Covenant on 
Civil and Political Rights. 

China shall fully participate in the work of 
the UN’s human rights mechanisms, and 
promote the United Nations Human Rights 
Council (HRC) and other mechanisms to 
attach equal importance to economic, 
social and cultural rights as well as civil 
and political rights, and function in a fair, 
objective and non-selective manner”.258

The legal preparations to ratify the ICCPR have 
been in motion for at least a decade, with little 
tangible progress.259 It is not clear what incremental 
advances towards this goal are implied in the 
2016–2020 National Human Rights Action Plan. 

National Law
Chinese Constitution

Article 40 of the Chinese Constitution enshrines the 
privacy of correspondence, although this does not 
extend to individual data or information.260 While 
Article 35 states: ‘Citizens of the People’s Republic 
of China enjoy freedom of speech, of the press, 
of assembly, of association, of procession and of 
demonstration’, there is little elaboration on what 
this encompasses or how it is legally construed. 
Given that the constitution does not qualify as a 
valid legal basis of judicial decision or interpretation 
in China, its scope is decidedly limited.261 

Even so, the pushback against unfettered 
collection of biometric data and mass surveillance 
of individuals is steadily growing through a 
constitutional focus. In a compelling case 
against the use of facial recognition in subways, 
for instance, a professor at Tsinghua University 
argued that the authorities in question did not 
prove the legitimacy of collecting sensitive 
personal information for this purpose, and invoked 
constitutional principles of equality, liberty, and 
personal freedoms.262 

Data Protection

China’s data-protection landscape is chiefly 
motivated by the pursuit of corporate accountability, 
as opposed to the protection of individual 
autonomy, of human rights, or against overreach of 
government power.263 This stems from a generally 
low level of trust within the economy and increasing 
suspicion of fraud and cheating. The construction 
of safeguards and guidelines, despite drawing 
strong influences from the General Data Protection 
Regulation (GDPR), are therefore similar in form but 
not in incentives. 
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Instruments 

The Chinese data-protection landscape consists 
of multiple instruments. At the time of writing, the 
interplay between these instruments is unclear, 
as are precise legal definitions and practical 
enforcement of proposed standards. The room 
for interpretation and executive decisions 
around definitions is large, which is an important 
consideration in dissecting this area of law.

The 2017 Cybersecurity Law is the most 
authoritative piece of data-protection legislation 
in China thus far, entering the public eye 
amid aggressive plans for AI development 
and leadership.264 It was enacted to ‘ensure 
cybersecurity; safeguard cyberspace sovereignty 
and national security, and social and public 
interests; protect the lawful rights and interests of 
citizens, legal persons, and other organizations; 
and promote the healthy development of the 
informatization of the economy and society’.265 
Within China’s governance framework, and in 
tandem with the National Security Law and the 
Counterterrorism Law, the Cybersecurity Law 
reinforces the amalgamation of data security and 
national security that is pervasive throughout 
China’s data-protection regime.266 In general, 
the approach to data protection in China is risk-
based, and does not stem from wider rights-based 
considerations. The Consumer Rights Protection 
Law, for instance, explicitly lays down provisions for 
the protection of consumers’ personal information, 
and was the instrument through which consumers 
challenged Alibaba over a breach of personal data 
in 2018.267 

The Draft Data Security Law, released in 2020, 
fleshes out regulation and specifications for the 
governance of data related to national security and 
the public interest.268 Alongside the Data Security 
Law, the draft Personal Information Protection Law, 
released in October 2020, focuses on the protection 
of personal-information rights and specifically 
addresses the installation of image-collection and 
-recognition equipment, stating that such collection 
can only be used ‘for the purpose of safeguarding 

public security; it may not be published or provided 
to other persons, except where individuals’ specific 
consent is contained or laws or administrative 
regulations provide otherwise’.269

The Cybersecurity Law makes China’s priorities 
around governing information and communications 
technologies (ICT) explicit, and gives rise to 
wide-ranging institutional actors, substantive 
areas of focus, regulations, and standards. The 
Cybersecurity Law has been described as sitting 
astride six distinct systems, which make up the 
evolving framework governing ICT in China.270 The 
Personal Information and Important Data Protection 
System is one example. 

The first significant set of rules for the protection 
of personal information, the Personal Information 
Security Specification, became operational in 
May 2018 and was revised in 2020.271 Issued 
by China’s national standards body, TC260, it 
contains guidelines for collection, storage, use, 
sharing, transfer, and public disclosure of personal 
information. ‘Standards’, in the Chinese context, 
are understood as not only technical specifications 
but also policy guidelines or legislation laying 
down benchmarks against which companies can 
be audited. Standards are also powerful indicators 
of what authorities and legislators should aspire 
to, both at the time of enforcement and while 
formulating laws. This makes them a significant 
piece of the data-protection puzzle in China, 
given the wide ambit for authorities’ discretion in 
interpretation and enforcement. 

The Specification is chiefly meant to address 
security challenges. According to drafters of the 
standard, it was modelled after the GDPR, but with 
important differences regarding the definition of 
consent (by allowing implied or silent consent) and 
personal-data processing in lieu of consent – a 
salient departure for the purposes of this report, 
as the intention was to be more ‘business-friendly’ 
than the GDPR and to enable the proliferation of 
China’s AI economy, which depends on access to 
large datasets.272 
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Biometric Data

Biometric information is explicitly included in the 
definition of personal information under both the 
Cybersecurity Law and the Specification. However, 
the Specification includes it under the definition of 
both personal information and sensitive personal 
information, calling for encryption at the time of 
transferring and storing the latter class of data. 
Sensitive personal information includes the 
personal data of children aged 14 and younger. 
This creates confusion as to legitimate grounds for 
the collection and use of biometric data, especially 
given the different standards of consent required 
for each: while personal data requires authorised 
consent, sensitive personal data mandates explicit 
consent. Crucially, under the Specification, consent 
need not be obtained in cases related to national 
security, public safety, significant public interest, 
and criminal investigations, among others – all 
grounds that will be invoked in the use cases 
discussed in this report. 

However, the regulation of biometric data within 
this evolving regime potentially goes beyond the 
confines of personal data. The Cybersecurity Law 
contemplates two broad types of data: personal 
information and ‘important data’. Requirements for 
the storage, processing, sharing, and consent of 
data depend on how they are classified. Although 
‘important data’ has yet to be defined clearly, one 
essay by the lead drafter of the Specification, Dr 
Hong Yanqing, states that personal data refers to 
autonomy and control over one’s data, whereas 
important data affects national security, the 
national economy, and people’s livelihoods.273 
Although a more precise definition is crucial for 
in-depth analysis, at first glance, biometrics falls 
under both categories. 

The Draft Data Security Law, for instance, 
establishes a system for classification of data 
which would invoke distinct grades of data 
protection, contingent on the level of risk and 
potential severity of harm that may arise from the 
abuse of data in the context of, inter alia, national 
security, public interests, falsifying data, and so on. 
It also anticipates that governments and concerned 
agencies will define what constitutes ‘important 
data’. 

Standardisation

A number of data- and AI-related standards have 
cropped up in China over the last few years and, 
given their function as both regulatory tools and 
technical specifications, deserve special attention. 
In addition to the international standardisation 
efforts already discussed in this paper (e.g. ITU 
and the unique regulatory effect of standards like 
the Personal Information Security Specification), 
a number of developments significantly impact 
biometric technologies. 

In 2018, the Standards Administration of China 
released a White Paper on AI Standardization, 
which recognises that, ‘because the development 
of AI is occurring as more and more personal 
data are being recorded and analyzed […] in the 
midst of this process, protecting personal privacy 
is an important condition for increasing social 
trust’.274 Trust seems to be a prevalent theme 
throughout standardisation efforts: in 2019, 
the China Electronics Standardization Institute 
released a Biometric Recognition White Paper 
noting the importance of standardisation in 
ensuring product quality and testing capabilities.275 
The State Council’s New Generation Artificial 
Intelligence Development Plan calls for establishing 
an AI standards system and places immediate 
emphasis on the principles of security, availability, 
interoperability, and traceability.276 

In line with the risk-based approach to biometric 
governance, TC260 released the Information 
Security Technology Security Impact Assessment 
Guide of Personal Information, which was intended 
to establish privacy impact assessments that 
lend structure to identifying risks to personal 
information, and which addresses both private 
and government actors. In forging principles for 
assessing impact on data subjects’ rights and 
interests, it classifies discrimination, reputational 
damage, fraud, and health deterioration as 
high-impact risks. Discrimination, in particular, 
is also classified as a serious impact insofar 
as data subjects suffer major, irrevocable, and 
insurmountable impacts.277 
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Ethical Frameworks

One of the most prominent AI ethics statements to 
come out of China is from the Artificial Intelligence 
Industry Alliance, which, in 2019, published a self-
discipline ‘joint pledge’ underscoring the need to: 

“Establish a correct view of artificial 
intelligence development; clarify the 
basic principles and operational guides 
for the development and use of artificial 
intelligence; help to build an inclusive 
and shared, fair and orderly development 
environment; and form a sustainable 
development model that is safe/secure, 
trustworthy, rational, and responsible.”278 

In line with priorities across regulatory tools, 
antidiscrimination is a prominent standard on 
which AI testing and development is predicated. 
The joint pledge calls for AI to avoid bias or 
discrimination against specific groups or 
individuals, and for companies to: ‘Continually 
test and validate algorithms, so that they do not 
discriminate against users based on race, gender, 
nationality, age, religious beliefs, etc.’ In June 
2019, an expert committee set up by China’s 
Ministry of Science and Technology put forward 
eight principles for AI governance, which – in line 
with similar efforts – underlined the importance 
of eliminating discrimination.279 The committee’s 
recommendations came on the heels of the Beijing 
Academy of Artificial Intelligence’s Beijing AI 
Principles, which called for making AI systems ‘as 
fair as possible, reducing possible discrimination’.280



5. Recommendations 
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This report has covered vast terrain: from the 
legacy and efficacy of emotion recognition systems 
to an analysis of the Chinese market for these 
technologies. We direct our recommendations as 
follows.

To the Chinese Government:

1. Ban the development, sale, transfer, and use 
of emotion recognition technologies. These 
technologies are based on discriminatory 
methods that researchers within the fields 
of affective computing and psychology 
contest. 

2. Ensure that individuals already impacted 
by emotion recognition technologies have 
access to effective remedies for violation of 
their rights through judicial, administrative, 
legislative or other appropriate means. This 
should include measures to reduce legal, 
practical and other relevant barriers that 
could lead to a denial of access to remedies.

To the International Community: 

1. Ban the conception, design, development, 
deployment, sale, import and export 
of emotion recognition technologies, 
in recognition of their fundamental 
inconsistency with international human 
rights standards.

To the Private Companies Investigated in this 
Report:

1. Halt the design, development, and 
deployment of emotion recognition 
technologies, as they hold massive 
potential to negatively affect people’s lives 
and livelihoods, and are fundamentally and 
intrinsically incompatible with international 
human rights standards.

2. Provide disclosure to individuals impacted 
by these technologies and ensure that 
effective, accessible and equitable 
grievance mechanisms are available to 
them for violation of their rights as result of 
being targeted emotion recognition. 

To Civil Society and Academia: 

1. Advocate for the ban on the design, 
development, testing, sale, use, import, and 
export of emotion recognition technology. 

2. Support further research in this field, 
and urgently work to build resistance by 
emphasising human rights violations linked 
to uses of emotion recognition.
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Introduction
 The reasons how gravity links to strong force, why it is weak, 
is probabilistic, incorporates information, explains dark matter when 
quantized, relates to consciousness, connects to the ancient views, and 
entangles, leading to coherence in the brain are progressively doc-
umented in our open access articles [1-8] with related background 
information. Here, we support our probabilistic (quantum) theory of 
gravity, with the views of recognized dignitaries, provide some hys-
terical perspectives and respond to the issue in a popular journal about 
the lack of mathematics to support an observation that Nature sends 
information about a forthcoming earthquake to the sky [9], that we 
cannot pick up ahead of its occurrence. We add our view on the po-
tential cause of Alzheimer’s.
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Entanglement
 Quantum entanglement is defined as a physical phenomenon in 
which the measurement done on one elementary particle will instan-
taneously affect the state of another elementary particle located far 
away unrestricted by the speed of light limitation in Einstein’s theory 
of special relativity. In reality, we say, there are not only two parti-
cles, but multiple particles that can show the phenomenon of entan-
glement. According to our quantum theory of gravity, one particle 
can interact with two or more (multiple) particles instantaneously on 
a probabilistic basis. Last year we published our view about “The 
Quantum Theory of Entanglement and Brain Physics”[8]. There, we 
used the phrase, “multiple particles can reciprocate”, which involves 
the author’s concept of the reality of Nature relating to elementary 
particles. The reciprocation in our concept is instantaneous leading 
to the fundamental cause of entanglement. The multiple particles, we 
implied in [5] on dark matter, are separate space times. Having said 
that, we are delighted to meet legendary figure, Feynman’s 1957 view 
about superposition (entanglement), marvelously dug out and brought 
forth to all of us by Tim Folger of Scientific American [10].

Feynman’s View
 “Feynman argued that if gravity is indeed a quantum phenome-
non, a superposition of a particle in two places at once would create 
two separate gravitational fields in case of a small mass in a quantum 
superposition, two different spacetimes would coexist side by side, 
almost like two separate universes, a state of affairs that should not 
exist in Einstein’s theory [10]”. Our article on dark matter in [5] im-
plies that each quantum particle is entangled with multiple quantum 
particles in the universe and they all create their own gravitational 
forces. The entangled particles are the superposition. Feynman argued 
that only quantum phenomena can be entangled [10]. Therefore we 
meet Feynman’s argument. We explained why we quantize Newto-
nian gravity in [8].

Elaboration
 Since “The Inverse Square” is a common denominator of our 
quantum theory of gravity and that of the Newtonian gravity at short 
scales, we say our inverse square makes the classical one come out 
that way in addition to its ability to show entanglement on a logistical 
basis, and derive strong coupling to supplement our older derivations 
in [1-3]. Newton was in doubt about the duplicate reciprocal (inverse 
square law) [3]. We respond to Newton’ doubt on his inverse square 
law by setting his inverse square on a quantum mechanical Planck 
scale, probabilistic basis, generating an equivalent of a homogenized 
mixture of the two non-unifying (quantum and classical) theories. 
Newton could not have known quantum reality, dark matter, entan-
glement and ever increasing knowledge of quantum weirdness.

 A negative (dislikable) point is that ours has a very weird impli-
cation that each particle must be like a centipede with invisible legs 
and multiple existences of its particle like legs-tips and that the cen-
tipede extends the legs all over the universe instantly to interact with  
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other particles as if she uses the legs for a swing dance with other 
particles. We stick with the positive aspect of that dislikable point 
since it yields the overdue explanation of entanglement which must 
play its part also in the brain. Without Einstein’s help, Heisenberg’s 
paper on uncertainty could not be published. We can see the reason 
why: In a simplified illustration it leads to a weird conclusion that the 
elementary particles are behaving like worms.

 Our theory of quantum gravity claims that gravity is the cumula-
tive effect of the long range manifestations of the constants of Na-
ture playing their part to create the coherence in the brain [8]. The 
explanation extends to synchronicity. Since the difference between 
synchronicity and coherence is that of scale per book [11] p 220. The 
book adds “If dark matter and dark energy have genuine physical 
properties, associated dark information must also exist [11] p 323. 
“True, it does exist per the subsection “Information Paradox” of [5] 
on dark matter”.

 While talking about two nodes in the brain, Dr. Nunez writes in his 
(2016) book [11] p 215: “..the label “functionally connected” assumes 
nothing about the cause or causes of this statistical relationship.” We 
have now provided the cause of a statistical relationship implicitly 
and briefly in 2018 [8] in subsection “Global Information”. The sta-
tistical relationship is analogous to the numerical language of Nature 
in our article [6].

 The ON and OFF particle interactions every Planck time are like 
the binary system of information per our quantum theory of gravi-
ty; they imply that the universe speaks in integer numbers of Planck 
units. The weirdness of quantum mechanics to a common man is why 
not half a Planck unit? Explanation of money no less than a penny, 
makes the questioner swallow the answer.

Geology and Information
 10/2018 Issue of Scientific American article [9] shows lack of a 
physical basis for the earth quake information reaching the sky prior 
to the earth quake. Here, we try to substantiate our abstract [12] about 
the subject information. The drastic relative movements of (1) the 
high order of magnitude of the particles in huge subcontinent sized 
tectonic plates, below the surface of the earth prior to the earthquake 
would change their individual distances from (2) the air particles 
floating above the earth, creating the changes in the ON and OFF 
interactions between (1) and (2) per our quantum theory of gravity, re-
sulting in the drastic redistribution of the forces, expressible in Planck 
scale, of the constants of Nature in the air that birds must be capable 
of sensing and translating the implicit information into the possibility 
of a forth coming disaster. Entanglement of particles would create 
their own gravity effects, consistent with Feynman’s View above. If 
technology can pick up the subject anomaly, it may be able to forecast 
earthquakes.

 We realize it is a big “If”, since the forces from the constants of 
Nature like the strong coupling become so diluted that they become 
practically indistinguishable at short distances of 1000 fm (about the 
radius of an atom). Our visualization of the dilution effect, linking 
strong force to weak gravity was at the base of our question to Dr. 
Weinberg in the following paragraph.

Consciousness/Alzheimer’s
 Nobel Laureate Dr. Weinberg has an interesting chapter in his book  

titled, “The Trouble with Quantum Mechanics” [13], citing Nobel 
Laureate Eugene Wagner’s view that it was impossible to formulate 
the laws of quantum mechanics consistently without referring to the 
consciousness. We implicitly put consciousness on a scientific basis 
with our “principle of reciprocity” in the phrase: “multiple particles 
can reciprocate” in [8]. We welcomed Wagner’s view, since it gave us 
a platform to stand on before writing the book [14], prepared primari-
ly for a hand out at our 2011 oral presentation in Stockholm for a con-
ference on consciousness. Here, we again thank Dr. Weinberg with 
due respect for a humorously encouraging, well received by thou-
sands, and congratulating answer to our question related to our crave 
for unifying strong coupling with gravitation, at the APS Centennial 
Meeting, Atlanta, Georgia in March 1999. Our key point, now, in [8] 
is that gravity is fundamentally linked to nature’s information system 
enhancing coherence in the brain and synchrony noticed elsewhere. 
We cannot rule out the possibility that Einstein and Satyendra Bose 
of India got the idea of bosons (which led to the discovery of Higgs 
Boson, the God particle) at the same instant. Entanglement must exist 
everywhere in the universe; we see no reason why the brain should 
be an exception. Amyloid Plaques and tau tangles are considered the 
cause of Alzheimer’s [15]. If so, the search for the cure of Alzhei-
mer’s may reduce to finding an answer to the question: “how to nulli-
fy the information created by such proteins and plaques”.

 According to our quantum theory of gravity, one particle can in-
teract with multiple particles in the universe instantaneously across 
the universe on a probabilistic basis. The probabilities of interaction 
of two particles, D1 and D2, non-zero, Planck Length distances apart 
, are squares of 1/D1 and 1/D2, such that, the combined probability 
would be the square of 1/(D1 x D2), which would be man’s version 
of probabilistic mathematics in general, devoid of consciousness. If 
we combine the result with what quantum theory lacks per the view 
of Eugene Wagner, we have to think of the conscious mind of the par-
ticle involved. If the interacting particles stay engaged, the low prob-
ability event in general would become a longer term realistic event 
called entanglement, consistent with the implicit principle of recipro-
cation in [8]. The implicit body mind link at quantum scale, we say, 
manifests to 7/2019 issue of the Scientific American [16] high- light-
ed upfront as “How the Mind Arises-Network interactions in the brain 
create thought”. The particle interactions must create gravity waves 
per equation 1 of [5], if not we would not have gravity. According to 
our quantum theory of gravity, the particle interactions are ON and 
OFF every Planck time and they would generate gravity waves with 
information, consistent with our information paradox in [8], making 
it needless to resort to the controversy of the conventional black hole 
information paradox in physics.

 The disruption created by the age related plaques and protein de-
posits (structural changes) would add noise to the otherwise normal 
distribution of information in the orchestral music inside the brain, 
supplemented by age related vascular changes analogous to the struc-
tural changes. Since the probability of interaction in our quantum 
theory of gravity goes down with increasing separation of particles, 
the closer modules are liable to be more communicative, unless the 
consciousness aspect intervenes drastically in the network of brain 
communications. Some physicists including late Nobel Laureate John 
Bell believed that entanglement violates the spirit of the relativity the-
ory [17]. Just because experimentalists observed two (or three) par-
ticles entangled at any one instant, the theorists cannot preclude the  
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possibility that multiple particles, say 20 out of 10E80 particles in the 
universe, can be entangled at an instant per the spirit of our theory, 
accounting for the dark matter in [5]. Since these 20 entangled parti-
cles belong to one system, there should not be even apparent violation 
of the uncertainty principle, as EPR had suggested according to the 
argument of Dr. Yanhua Shih in [17].

 The reputed journal Nature did not test the brain of slaughtered 
pigs for consciousness [18]. Their amazing job succeeding to main-
tain the brain structure resulted in maintaining the brain’s vitality. The 
probabilistic nature of our quantum gravity and related information 
exchanges as a function of the separations between particles must 
maintain the vitality so long as the brain structure is maintained as 
it did. The cat’s implicit prediction of the forth coming demise of a 
nursing home resident as practiced in America is obviously not based 
on the cat looking at the brains of the residents, requiring a multidis-
ciplinary study of probabilistic realities such as this.

 We are delighted to see the pre-thinking of Feynman expressed in 
his famous quote about the mystical number (137) interpreted as po-
tentially related to some natural logarithm matching our derivation of 
137 in [4]. Regardless, we say that our derivation is not just a coinci-
dence; it supports spin based information of the universe. The natural 
logarithm of probabilities we used there is not only entropy per Boltz-
mann, but also information per Shannon, the Guru of information 
theory. The number 137 is about electron/photon interaction called 
fine structure constant involved in the generation of energy from food 
we eat. We feel it is somewhat noteworthy that age related structural 
changes in the brain could adversely affect the locations where elec-
tron interactions play their part if it impacts Alzheimer’s.

Meeting of Minds
 Considering age reflects wisdom, we look at later views of Ein-
stein. Regarding his EPR argument against the completeness of quan-
tum theory, Einstein confessed to Schrodinger that the paper was writ-
ten by Podolsky. It did not come out in the end so well [19]. Einstein 
was, in his final years, a realist, not a determinist [20]. We cannot 
answer questions about the fundamental cause of thought, anger etc. 
reminding us of popular books like [21,22] and Scientific American 
article [16].

Conclusion
 An elementary particle has multiple existences each interacting 
with multiple existences of other elementary particles creating entan-
glement in the universe and coherence in the brain. The quantum the-
ory is incomplete. A true quantum theory of gravity must show how 
it can fill the gap and show overall unification. We show ours as most 
promising.
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Abstract 
The intention of this paper is to provide an easy to understand introduction to the peculiarities of 
entangled systems. A novel description for strong (mass entanglement) and weak (spin-or-bital 
and thermal entanglement) quantum entangled particles is discussed and applied to the pheno-
mena of superconductivity, superfluidity and ultracold gases. A brief statement about how to 
represent the physical reality of quantum-entanglement as Quantum-Field-Theory (QFT) is noted. 
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1. Introduction 
The word “nature” is derived from the Latin word natura with the physical meaning of “essential quality” or 
“innate disposition”. In this sense I would like to show you how conservation laws and entanglement are inevit-
able parts of our physical thoughts. 

A conservation law states that a particular measurable property of a physical system doesn’t change as the 
system evolves, where entanglement describes the correlated evolution of the whole physical system to retain 
these conservation laws. In classical physics conservation of energy, momentum, angular momentum, mass and 
electric charge are common conservation laws. In particle physics other conservation laws such as baryon num-
ber, lepton number and strangeness apply to properties of subatomic particles that are invariant during an inte-
raction. 

In the following I want to introduce a novel description for strong (mass entanglement) and weak (spin-orbital 
and thermal entanglement) quantum entangled particles and to present some applications for the concept of 
quantum entanglement. In case of strong entangled particles the entanglement can’t be shared with its environ-
ment, while weak entangled particles such as cooper-pairs or Bose-Einstein-condensates (BEC) can easily change 
its shape, where only the overall entanglement stays the same. 
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2. Particle Definition on the Basis of Entanglement 
2.1. Mass Entanglement and Wave-Particle Duality 
A fundamental aspect of physical thoughts is the principle of a homogeneous time development. As a result its 
influence on the interpretation of natural phenomena is very imperative. Formally the principle of a homogene-
ous time will be represented by the law of conservation of energy. Einstein showed in his theory of special rela-
tivity [1], that the mass m of a body is equivalent to the energy E in a proper measure, where c is the speed of 
light 

2E mc= .                                        (1) 

This means one can convert mass into energy (nuclear fission in the sun) and energy into mass (particle gen-
eration in high energy physics). 

Another aspect of matter and energy was postulated by Louis de Broglie [2] in 1924 where he stated that 
matter should behave like light waves, also featuring interference. The simplest type of these matter waves is a 
plain and monochrome wave, where the energy- and momentum-distribution is restricted to a single value with ħ 
the Plank constant, P the momentum, ω the angular frequency and k the wave vector 

E ω= �                                         (2) 

P k= � .                                        (3) 

Figure 1 shows, as virtual holography-experiment, how the topological split-up due to the presence of a wire 
lead to interference of a single particle like an electron with itself. 

A single electron, injected from the top, can pass the thin wire to the right and to the left. Accordingly the en-
tangled matter-wave Ψ underneath the wire can be written as 

( )r lX XΨ = Ψ +Ψ                                   (4) 

where X is a symbol to denote the strong entanglement due to mass conservation. 
The probability to find a punctual interaction of the mass entangled matter-wave with the screen at point x is 

equivalent to the square of the matter-wave. Due to the fact that Ψr, Ψl differ in their path and phase, the pheno-
menon that a single electron can interfere with itself, occur. In case of an interaction the entire entangled matter 
wave interact as a whole to preserve mass conservation. This is the well known wave-particle duality. 

Entangled matter-waves are the most appropriate representation for masses, where the particulate characteris-
tic is caused by mass conservation. Correspondingly a single photon is composed of energy entangled waves 
with a continuous energy and direction distribution, thus a single photon can also interfere with itself, showing 
wave-particle duality. 

 

 
Figure 1. Interference between matter-waves of a single par-
ticle like an electron. 
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2.2. Spin Entanglement 
In spacious systems the spin entanglement induces a spooky distant effect [3] [4]. If, for example, a two atomic 
molecule gets dissociated by an excitation (Figure 2), the atoms may remain entangled by their spins. If we 
measure the spin of both Atoms, one will show spin +1/2 and the other −1/2, but it is not possible to predict 
which one will have the positive and negative sign. 

If we carefully align the spin of one atom in a magnetic field, the other must be oriented simultaneously in the 
opposite direction to conserve the total spin of both atoms, even though it is not in the vicinity. In other words, 
you can play with Schrödinger’s cat while it’s in the box. This “alignment” doesn’t act as a force, where the first 
spin turns the second around, only the information about which state has to interact is “transferred” to the second 
spin to preserve the total spin of the entangled system. 

2.3. Thermal Entanglement 
At 0 ˚K almost all matter is in the lowest energy-state possible which I call the coherent state. In this state a sys-
tem must interact as a whole, for example a solid shows a perfect Mößbauer effect or a fluid becomes a super-
fluid. Increasing the temperature result in distortions of the system and part of the system lose their coherence 
due to thermal chaos, where only the overall entanglement stays the same. The system gets split into coherent 
and normal phases where the length of coherence indicates the average size of coherent areas. 

3. Applications 
3.1. Electrical Superconductivity 
The electrons in an atom are fragmented into paired wave-functions (orbitals) of constant energy but antipodal 
spin (entangled spins), which induces a partly bosonic characteristic [5]. This is why I would like to call these 
orbitals bound Cooper-pairs. In a solid these orbitals are shared with neighboring atoms (directed binding e.g. 
ceramics) or more spread out (metallic binding). 

At 0 ˚K the orbitals of all atoms in a flawless crystal are perfectly spin entangled and the width of an energy 
band is reduced to a single value (BEC ground state for this energy band). The material is in the superconduct-
ing state. 

Increasing the temperature result in distortions of the lattice and part of the orbitals lose their entanglement 
(bosonic characteristic) due to thermal chaos, where only the overall spin stays the same. The body gets split in-
to coherent and solid phases. Below a critical temperature Tc the coherent phases are interconnected, forming a 
percolating superconducting backbone. Above Tc the density of the coherent phases is to low to form up a per-
colating backbone and the body is in the normal conducting state. 
 

 
Figure 2. Spin entanglement between two atoms. 
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Figure 3. Entangled flow of superfluid Helium. 

3.2. Superfluidity 
The effect of superfluidity was first discovered in 1937 by Pyotr Kapitsa, John F. Allen and Don Misener at 
temperatures as low as 2.2 ˚K [6] [7]. In this variety of matter the thermally entangled coherent state of aggrega-
tion has zero viscosity and can show different quantum mechanical behavior on large scales. For example liquid 
helium can creep up walls and barriers to take up an energetically favorable state (Figure 3). 

In a cavity superfluid Helium can flow over a barrier into a second basin with a lower gravitational potential. 
Responsible for this phenomenon is a thin superfluid layer (Rollin film) covering everything within the cavity. 
In the entangled state of aggregation an atom at A is thermally entangled with an atom at B. Both can only move 
the same way (coherent motion) and analog to the principle of corresponding pipes a flow takes place toward the 
basin with the lower gravitational potential. 

3.3. Ultracold Gases 
Ultracold gases are produced by a sequence of different cooling steps. Usually a couple of atoms are cooled us-
ing a laser. These atoms can be caught in a magneto optical trap. To reach the lowest possible temperature of the 
gas, the trap is adjusted so that the atoms with the highest temperature can evaporate out of the gas [8]. 

Depending on the temperature where the aggregation takes place, different gases can be generated. 
When the temperature is high enough, the entanglements of the particles can be transferred to the gas. This 

gas is able to form a BEC. 
If the aggregation temperature of the gas is to low to break the long ranged entanglements of the particles with 

its source, no BEC can be formed. The gas behaves like a perfect fermionic gas. 

4. Conclusions 
Some scientists may say that a quantum mechanical system is defined by the states their elements can reach and 
after assigning occupation probabilities they know everything about it. I hope I am able to show you that this is 
not in general the case. I don’t believe that a quantum mechanical system where entanglement is present can be 
separated into elemental parts, where their fundamental properties like the entropy can be simply added up. Only 
the system as a whole defines measurable states. In general the system is in all these states simultaneously and 
the entanglement forces that a measurement gives a value for one state. A more fanciful opinion may say that 
Schrödinger’s cat exists in an entangled quantum-multiverse until it is forced to interact at which the entangle-
ment defines a single universe. With respect to the observed pattern in Figure 1, this illustrative model may be 
completed by adding the capability of interference in the space of the quantum-multiverse. Accordingly the 
symbol X in Equation (4) denotes that the state Ψ is not an element of an Hilbert space but a state representing a 
quantum-multiverse. 

I wonder if it is possible to understand for example the exchange of virtual photons in quantum-electrody- 
namics (QED) as information exchange in an entanglement driven sense. Due to an interaction (in QED de-
scribed by the exchange of a virtual photon), the quantum-multiverse is forced to define a single universe. With 
this in mind, Quantum Field Theories provide a suitable mathematical abstraction for the physical reality of quan-
tum entanglement. 

coherent flow

A

B

superfluid Rollin film (~ 30 nm)

Helium

Helium
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Abstract
Quantum properties, such as entanglement and coherence, are indispensable resources in various
quantum information processing tasks. However, there still lacks an efficient and scalable way to
detecting these useful features especially for high-dimensional and multipartite quantum systems.
In this work, we exploit the convexity of samples without the desired quantum features and
design an unsupervised machine learning method to detect the presence of such features as
anomalies. Particularly, in the context of entanglement detection, we propose a complex-valued
neural network composed of pseudo-siamese network and generative adversarial net, and then
train it with only separable states to construct non-linear witnesses for entanglement. It is shown
via numerical examples, ranging from two-qubit to ten-qubit systems, that our network is able to
achieve high detection accuracy which is above 97.5% on average. Moreover, it is capable of
revealing rich structures of entanglement, such as partial entanglement among subsystems. Our
results are readily applicable to the detection of other quantum resources such as Bell nonlocality
and steerability, and thus our work could provide a powerful tool to extract quantum features
hidden in multipartite quantum data.

1. Introduction

Peculiar quantum features, signalled by quantum entanglement [1] and coherence [2], enable us to
accomplish tasks impossible for classical systems [3], such as ensuring the security of communications and
speeding up certain hard computational tasks [4, 5]. Hence, an important question naturally arises: how
can the presence of these features be efficiently detected for any given quantum system? Indeed, this is a
challenging task for high-dimensional and multipartite systems because quantum features usually imply
correlated patterns hidden within subsystems. Taking entanglement for example, except for
low-dimensional systems, e.g. 2 ⊗ 2 and 2 ⊗ 3, of which entanglement could be detected faithfully via the
positive partial transpose (PPT) criterion [6], generically, it is an NP-hard problem [7]. Besides, even
though at least one linear entanglement witness could be found to witness any entangled state [1, 8–10] as
displayed in figure 1, there still lacks a universal and scalable way to construct such an appropriate witness
for an arbitrary state in practice.

In this work, we turn to the machine learning technique which is powerful in extracting features or
patterns hidden in large multipartite datasets to tackle the quantum detection problem. Recently, much
progress has been achieved in this inter-disciplinary field of quantum machine learning [11]. For example,
on one hand, many quantum or quantum-inspired algorithms have been developed to speed up some
well-known machine learning algorithms [12–14]. On the other hand, machine learning is also a natural
candidate to extract correlated features of high-dimensional quantum systems, which has found wide

© 2021 The Author(s). Published by IOP Publishing Ltd

https://doi.org/10.1088/2058-9565/ac310f
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-6900-4016
mailto:ypan@zju.edu.cn
mailto:Guofeng.Zhang@polyu.edu.hk
mailto:shuming_cheng@tongji.edu.cn


Quantum Sci. Technol. 7 (2022) 015005 Y Chen et al

Figure 1. The geometrical interpretation of entanglement detection via entanglement witnesses. (a) Standard linear
entanglement witnesses. The witness W2 is finer than W1. (b) A proper set of linear entanglement witnesses is able to form a
closed area which encloses all separable states. Here W1, . . . ,W4 are used as examples. (c) An imperfect nonlinear entanglement
witness could be generated via supervised learning method if we cannot label enough samples to cover the space of entangled
states. (d) A near-perfect nonlinear witness W can be approximately constructed by the unsupervised neural network if the
generated training data span the space of separable states.

applications in quantum control [15], state tomography [16], measurement [17, 18], and many-body
problems [19–21]. Especially, the task of quantum entanglement detection can be formulated as a binary
classification problem. As a consequence, various classical neural nets, trained with both entangled and
separable samples, have been constructed to solve this problem via supervised learning [22–24]. However,
the supervised training method requires a large pre-labelled dataset. In practice, it is time-consuming or
even impossible to faithfully label a large number of entangled states in a high-dimensional space [7], thus
leading these supervised methods into a dilemma.

Here, we instead build up an unsupervised model to accomplish the task of entanglement detection
beyond the above issues. Following from the fact that separable states form a convex set, it becomes an
anomaly detection problem of which all separable samples are labelled as normal and entangled ones are
abnormal. Particularly, as shown in figure 3, a class of complex-valued neural networks composed of a
pseudo-siamese network and a generative adversarial net (GAN), is constructed and then trained with very
few normal samples to detect entanglement for multipartite systems, ranging from two-qubit to ten-qubit
states. It is noted that our model is much more feasible than anomaly detection methods proposed
in [25, 26] which require quantum hardware.

It is further illustrated in figure 1 that our unsupervised neural nets are essentially trained to search for
proper nonlinear entanglement witnesses which near-perfectly construct the boundary between separable
and entangled samples. Numerical results show that it is able to achieve extremely high accuracy of
entanglement detection with above 97.5% on average, and even capable to detect partial entanglement
within subsystems, e.g. bi-separable states in three-qubit system with accuracy above 97.7%.

Our work is organised as follows. In section 2, we give a brief introduction to the task of entanglement
detection and unsupervised learning method. Then we propose an unsupervised learning neural network
targeted for the detection of generic quantum features. In section 3, multipartite entanglement detection is
taken as examples to illustrate the performance of our model, with only separable samples used for training.
Finally, we conclude this work with a summary in section 4.

2. Unsupervised entanglement detection

2.1. The task of detecting entanglement
Entanglement is not only of significant importance to understand quantum theory at the fundamental level
[1], but also has found applications in information protocols, such as quantum teleportation [27]. For a
given n-partite quantum system, entanglement associated with the state is defined in a passive way in which
a state ρ is entangled if and only if it cannot be described in a fully-separable form of [28]

ρsep =

m∑
i=1

λiρ
1
i ⊗ · · · ⊗ ρ

j
i ⊗ · · · ⊗ ρn

i (1)

with non-negative coefficients satisfying
∑m

i=1λi = 1. Here ρ j
i denotes the state density matrix of the jth

subsystem. Obviously, all of the separable states as per equation (1) form a convex set in the sense that any
convex combination of these states in this set also belong to the same state set. It is noted that the above

2
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definition of entanglement does not fully capture the entangled structure in the state, e.g. the partial
entanglement [29], which will be discussed later.

In practice, whether a given state ρ is entangled or not, can be experimental-friendly determined via an
entanglement witness [1, 10]. Indeed, as shown in figure 1(a), an entanglement witness essentially defines a
hyperplane which separates the entangled state from the convex set of separable states. Furthermore, it has
been shown in [1] that it is impossible for one linear witness to detect all entangled states, implying that a
large set of linear witnesses illustrated in figure 1(b) (could be impractical) or certain nonlinear witness
shown in figure 1(d) may be required. Besides, it becomes extremely inefficient and impractical to construct
a proper witness for an arbitrary state, especially in multipartite systems. The entanglement witnesses as
neural networks are experimentally accessible and has been demonstrated in [24]. In fact, since neural
networks are learning the linear and nonlinear correlations on the quantum states to form a classifier, a
properly parameterized neural network layer is equivalent to a set of generalized Bell’s inequalities for the
experimental detection of entanglement. In the following, we propose a complex-valued neural network
trained in unsupervised manner to search for the nonlinear entanglement witnesses as desired.

2.2. Unsupervised learning
The unsupervised model refers to the process of learning a probability distribution over the data that has
not been classified or categorized. In this situation, automated methods or algorithms must explore the
underlying features from the available data and group them with similar characteristics. Specifically, the
unsupervised model only receives a training set S that contains

S = {x1, x2, x3, . . .} (2)

without supervised target outputs {y1, y2, y3, . . .}. In contrast to supervised learning where tagging data
requires a large amount of time, unsupervised learning exhibits high efficiency and self-organization in
capturing patterns from untagged data.

Autoencoder [30] is a widely used unsupervised learning method that aims to learn efficient
representations for a set of data. Typically, an autoencoder consists of two modules, namely encoder E and
decoder D, where the former learns the latent representation (encoding) for input data, and the latter is
trained to generate an output as close as possible to its original input from the latent representation.
Another well-known unsupervised learning method is GAN [31, 32]. Specifically, two neural networks,
namely generator G and discriminator D, contest with each other in the form of a zero-sum game in GAN,
where the gain of one module is the loss of the other. This technique learns to generate new data with the
same statistics as the training set. The siamese network [33, 34], as shown in figure 2, contains a pair of
neural networks built by the same parameters, which receives two inputs and detects their difference by
comparing the output vectors of the networks. The siamese network is capable of learning generic features
for making predictions about an unknown distribution even when few examples from the distribution are
available, which provides a competitive approach for pattern recognition without the domain-specific
knowledge. In particular, the siamese network can be trained in an unsupervised manner, as the labels of
the input data are not needed.

For these reasons, the method proposed in this paper has been built upon the siamese network, which is
suitable for one-class unsupervised learning. The basic idea is similar to one-class support vector machine
for anomaly detection [35]. That is, given a set of training samples, we aim to model the underlying
distribution of the data and detect the soft boundary of this set, in order to classify new inputs as belonging
to this set or not. In this case, the model will only take a training dataset without class labels as input, which
means the model is a type of unsupervised learning methods.

2.3. Constructing the complex-valued neural networks
As shown in figure 3, our networks could be decomposed into two parts: one is the pseudo-siamese neural
network (in the red dashed box) and the other is the GAN (in the purple dashed box). The complex-valued
neural network receives the density state matrix as the input. The building modules for these networks are
detailed in appendix A.

The pseudo-siamese neural network consists of two encoders sharing the same network structure,
labelled as Er and Eg, respectively. In contrast to the original siamese network [34] which requires quadratic
pairs as input, the pseudo-siamese network only requires a single input ρreal be fed to the first encoder Er.
The second input ρgen to the second encoder Eg is automatically generated by the decoder G whose aim is to
reconstruct ρreal. Therefore, the pseudo-siamese network trains much faster than the original siamese
network while inherits its few-shot learning ability. In principle, these two encoders competes with each
other to produce a pair of indistinguishable feature vectors v1 and v2. The performance is evaluated by the
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Figure 2. Pipeline of the siamese network. Two inputs are encoded into latent vectors whose difference is detected by a similarity
measure.

Figure 3. Structure of the complex-valued neural network. The complex-valued network is composed of two parts: one is the
pseudo-siamese network in the red dashed box and the other is a GAN in the purple dashed box. The pseudo-siamese neural
network consists of two encoders Er and Eg that share the same network structure. ρgen is generated by G. The discriminator
network D is a binary classifier which outputs either 0 or 1. The generator G and discriminator D form the GAN, which aims to
produce a ρgen that is as close as possible to ρreal .

cost function
L1 = Eρreal

‖Er(ρreal) − Eg(G(Er(ρreal)))‖ = Eρreal
‖v1 − v2‖, (3)

where the norm ‖x‖ could be the Lp-norm of any complex vector x with ‖x‖p ≡ (|R(x)|p + |I(x)|p)1/p.
Here two-norm is chosen for equation (3). As the two inputs to the encoders Er and Eg are slightly different,
the two encoders would not share the same weight parameters after training [36].

Combining the encoder Er with G yields an encoder–decoder structure which aims to produce fake
samples that are close to real ones. Thus we introduce the loss function

L2 = Eρreal
‖ρreal − G(Er(ρreal))‖ = Eρreal

‖ρreal − ρgen‖ (4)

to quantify its performance. In analogy to classical autoencoders [37], it is found that L1-norm achieves
better performance than that of p = 2 for this loss term.

An optional discriminator network could be introduced for additional adversarial training. The
discriminator D and generator G form the GAN (figure 3) which could enhance the ability of G to produce
more realistic quantum samples. Indeed, D is a binary classifier trained to discriminate fake samples from
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real ones. The two cost functions for this adversarial net are given by

Ladv1 = Eρreal
(−D(ρreal) +D (G(Er(ρreal)))), (5)

Ladv2 = Eρreal
(−D (G(Er(ρreal)))), (6)

which are alternatively minimized via gradient descent method. Specifically, the gradients are clipped
between −1 and 1, turning the network into a Wasserstein GAN which is easy to train [32]. In each round,
the parameters of D are updated by minimizing Ladv1, while the parameters of G and Er are updated by
minimizing Ladv2.

Finally, by combining (3)–(6), the complex-valued neural network is trained by alternatively minimizing
Ladv1 and

L3 = w1 · L1 + w2 · L2 + wa · Ladv2, (7)

with the weight parameters w1, w2, and wa being chosen adaptively.

2.4. Training the networks via unsupervised learning
Suppose the complex-valued network is trained with separable states only, an entangled state would result
in a feature vector vent distinct from that of the generated one in the latent space. Indeed, the entire training
and prediction process can be divided into three steps as follows.

(a) Preparing separable states as training samples. Following equation (1), each ρ
j
i is generated via

HH†/(tr HH†), where H is a complex-valued matrix whose real and imaginary parts of each entry are
sampled from independent Gaussian distributions. It is noted that this sampling method could cover
the whole space of separable states [38].

(b) Training the neural network on the generated set of separable states by alternatively minimizing Ladv1

as per equation (5) and L3 as per equation (7) via the gradient descent method.

(c) Determining the decision threshold value b on the test set after training. We choose b to satisfy

FN

TP + FN
=

FP

FP + TN
, (8)

where TP, FP, TN, and FN refer to the number counts of true positive, false positive, true negative, and
false negative samples. Here, being positive or negative stands for a separable or entangled sample.
Choosing b to satisfy equation (8) implies that the probabilities of misclassifying entangled and
separable states are the same on the test set. Hence, if the score of a quantum state is larger than this b,
then it will be detected as entangled.

For each ρ in the test set, its score for entanglement detection can be defined as

A(ρ) =
∥∥Er(ρ) − Eg(G(Er(ρ)))

∥∥
2
. (9)

It could be further expressed in a witness-like form of

A(ρ) = ‖(WEgWG − I)WEr · vec(ρ)‖2 = ‖W · vec(ρ)‖2, (10)

where WEf(G) denotes the weight tensor which generates the corresponding linear and nonlinear network
transformations. For this reason, the neural network model can be regarded as trying to determine the
nonlinear witness W which approximately characterizes the boundary between separable and entangled
states, without relying on samples of entangled states during training.

Alternately, there is another way to implement the model for prediction without the test dataset, making
both training and prediction independent of any information of entangled states. This is achieved by
determining b as

b = max
ρsep

A(ρ). (11)

Obviously, this approach leads to a higher detection accuracy than using equation (8). Since both the
training and implementation do not rely on entangled samples, this approach is computationally efficient.
More importantly, the major advantage of our unsupervised learning framework lies in its scalability, as
generating sufficient entangled states for training becomes impractical for high-dimensional quantum
systems.
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Figure 4. Detection of two-qubit states. (a) Four-layer neural network structure of the encoder, including two convolutional
layers followed by two FC layers. The structures of the encoder and decoder are symmetric. The structure of the discriminator is
the same as the encoder, with an additional normalization layer to produce a scalar output. (b) The performance of the neural
networks with the first two layers being convolutional or FC. The convolutional kernel size combinations that have been tested
are 1 × 1 and 3 × 3, 2 × 2 and 2 × 2, 3 × 3 and 1 × 1, with the number of output channels being 10 and 30, respectively. If the
first two layers are FC, the number of output channels is set to 32 and 128, respectively. (e) and (f) AUCs and EERs with different
number of output channels for convolutional layers. The convolutional kernel sizes are 2 × 2 and 2 × 2.

3. Numerical results

3.1. Evaluation metrics
We use two evaluation metrics of binary classification in our experiments. The first metric is the area under
curve (AUC) of the receiver operating characteristic curve, which is created by plotting the true positive rate
(TPR = TP/(TP + FN)) against the false positive rate (FPR = FP/(FP + TN)) using the similarity score
defined in (9) for various values of b [39]. The second metric is equal error rate (EER), which is defined as
FN/(TP + FN) when equation (8) holds [40].

3.2. Detecting two-qubit entangled states
The number of training samples for two-qubit case is 160 000, all composed of separable states. The
number of testing samples is 80 000, including 40 000 separable states and 40 000 entangled states.
Two-qubit separable states are generated by

ρsep =

m∑
i=1

λiρ
1
i ⊗ ρ2

i , (12)

where
∑m

i=1λi = 1 and 0 � λi � 1, with m iterating from 1 to 20. Entangled states are selected from
randomly generated states of the entire system using PPT criterion.

The structure of the four-layer encoder is illustrated in figure 4(a). The last two layers of the encoder are
fully-connected (FC) layers, with output channels being 64 and 10, respectively. The first two layers can be
convolutional with different kernels and different number of output channels, or fully connected as tested
in figure 4(b). The best performance of the model has been achieved with the convolutional kernel size of
the first two layers being 2 × 2 and 2 × 2. The best AUC is 0.99 and EER is 2.99%, attained at a small wa

which is the weight of adversarial cost for training. As shown in figure 4(c), convolutional layer performs
much better than FC layer, with AUC being consistently higher than 0.975 and EER lower than 5%.
Figures 4(e) and (f) shows the performance of convolutional neural networks when the number of output
channels varies, indicating that a small number of output channels is enough to extract the features of
entanglement for two-qubit states.
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Figure 5. Detection of three-qubit states. (a) Distribution of three-qubit states. ρA|BC is a bi-separable state with qubit B and C
entangled. (b) EERs and AUCs with different combinations of convolutional kernels, where i–j–k stands for the kernel sizes of
the three convolutional layers.

3.3. Detecting three-qubit entangled states
An entangled three-qubit state can be classified into several types, e.g. bi-separable states and bound
entangled states [24]. The three-qubit state is fully-separable if

ρsep =

m∑
i=1

λiρ
A
i ⊗ ρB

i ⊗ ρC
i . (13)

The distribution of three-qubit states is illustrated in figure 5(a). In this case, successful supervised learning
requires that one can generate enough and balanced samples for all types of entanglement, which cannot be
guaranteed by the current random sampling techniques. In contrast, a universal entanglement detector
could be built using only the fully-separable samples if unsupervised learning method is employed.

The numerical results in figure 5(b) are based on a dataset consisting of 160 000 training samples and
200 000 test samples. The training samples are fully-separable states, and the test samples include 40 000
fully-separable states, 40 000 bound entangled states and 120 000 bi-separable states (40 000 for each
subtype). To accommodate the 8 × 8 density matrix input, a third convolutional layer is added. The
number of the output channels for the three convolution layers is 10, 30, 50, respectively. Since the
unsupervised model focuses on detecting the feature of separability instead of the features of different types
of entanglement, it has achieved similar detection accuracy on four types of entangled samples.

The proposed unsupervised learning method is applicable to the detection of partial entanglement and
genuine entanglement. Here we take the detection of bi-separable states of a three-qubit system as an
example [41]. Suppose the task is to discriminate the bi-separable states ρA|BC (B and C are entangled) from
the other states. By generating the entangled states for subsystem BC using the PPT criterion, the samples of
bi-separable states are given by

ρA|BC =

m∑
i=1

λiρ
A
i ⊗ ρBC

i . (14)

A classifier for A|BC separability can be obtained by training on these samples in an unsupervised manner.
Particularly, if we replace ρBC

i in (14) by a generic two-qubit state, the anomalies detected would be the
quantum states that are entangled between A and BC (page 10). Furthermore, if we generate the samples as

ρABC =
∑
i=1

λ1
i ρ

A
i ⊗ ρBC

i +
∑
j=1

λ2
j ρ

B
j ⊗ ρAC

j +
∑
k=1

λ3
kρ

C
k ⊗ ρAB

k , (15)

the abnormal samples detected by the unsupervised model would be quantum states which are not
bi-separable. In other words, the genuine entanglement of the three-qubit state can be detected as an
anomaly.

3.4. Scalability up to ten-qubit states
The unsupervised learning method is applied on four- to ten-qubit states to study its scalability. We have
found that the generation of separable states for training is very efficient even for tens of qubits, because the
generation of separable pure states is very efficient, which is done by generating single qubit states and
calculating their Kronecker products. Consequently, mixed (fully and partial) separable states can be
constructed as linear combinations of pure states, which does not take much time. In this work, it takes less

7
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Figure 6. Scalability of unsupervised learning. (a) The neural network structure of the encoder for five-qubit pure states. The
convolutional block is composed of two convolutional layers and a 2 × 2 max pooling layer. (b) AUCs and EERs achieved by the
unsupervised learning method as the number of qubits increases. (c) The comparison of inference time between the up-to-date
numerical method for computing the GME and the neural network method. (d) The evolution of feature vectors and detection
scores for 1000 separable and 1000 entangled samples of five-qubit states during training.

than 10 min to generate enough pure separable samples for ten-qubit states on a desktop computer, and
mixing the samples takes less than 3 min. Moreover, we have observed a linear increase on the generation
time with the dimension. Here we used pure four- to ten-qubit states for training because the test samples
of mixed states (mixed entangled states) are hard to label for high-dimensional system, while we have
developed an efficient algorithm [42] that can tell whether a randomly generated ten-qubit pure state is
entangled or not within 5 s. However, test samples are just used to measure the accuracy of the model. The
model is trained using the separable samples only, which can be generated efficiently. The trained model
can be implemented without using test samples as shown in (11). Therefore, the model can also be trained
and implemented with mixed state samples for high-dimensional cases. Note that the geometrical measure
is only used to label the entangled states for the test dataset. The separable pure states are generated by

|ψsep〉 = |ψ1
i 〉 ⊗ · · · |ψj

i〉 · · · ⊗ |ψn
i 〉, (16)

where |ψj
i〉 is a randomly generated pure state vector of the jth qubit. The real and imaginary parts of the

complex-valued vector are sampled from an independent Gaussian distribution. The density matrix
ρsep = |ψsep〉〈ψsep| is used as the input to the neural network. Figure 6(a) depicts the network structure of
the encoder for entanglement detection in five-qubit states, where a max pooling layer has been added to

8
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handle the increased dimension of the input. For ten-qubit states, we adopt three convolutional layers and
increase the max pooling size to 4 × 4. The training dataset is composed of 160 000 separable states, and the
test dataset is composed of 40 000 separable and 40 000 entangled states. The entangled states are found by
randomly generating four- to ten-qubit pure states and computing their entanglement measures using the
numerical method from [42]. See appendix B for the details of the algorithm.

As shown in figure 6(b), the unsupervised model achieves an AUC of 0.9952 and an EER of 2.02% for
entanglement detection in ten-qubit states. The EER is 0.54% for entanglement detection in five-qubit
states, which means only 54 in 10 000 states are misclassified. The short inference time is another advantage
of the neural network model. The inference time of the neural network model on GPU is about tens of
microseconds to hundreds of microseconds for up to 10 qubits (figure 6(c)), which is significantly faster
than the up-to-date numerical method which takes the state vector instead of density matrix as the input
for computing the geometrical entanglement measure (GME). The time needed for generating training
dataset is greatly reduced as compared to supervised learning methods, since there is no need to label the
entangled states. For example, suppose the ten-qubit training dataset of the supervised method consists of
100 000 samples, which must be labelled by numerically computing the GME. The total time needed for
generating the dataset is about 138 h (labelling each sample takes 5 s in average). In contrast, generating
separable training samples of the ten-qubit system is much more simple, which only takes several minutes.

The upper half of figure 6(d) shows the evolution of feature vectors of 1000 separable and 1000
entangled states in the training process for five-qubit states. We visualize the evolution by t-SNE method
[43] which maps the feature vectors to two-dimensional space. In the first 10 epochs, the entangled and
separable states are mixed up in the latent space and difficult to distinguish. After 20 epochs, the feature
vectors start to split into two set. In the last 20 epochs, the feature vectors of separable states are separated
completely from the feature vectors of entangled states, with very few exceptions. A similar evolution can be
seen in the distribution of detection scores of the input states. After training, the detection scores of
separable states are more closed to zero, while the scores of entangled states are concentrated around 0.001.

4. Conclusions and discussions

We have proposed an efficient and scalable method with unsupervised learning to detect quantum
entanglement. Specifically, we build up a class of complex-valued pseudo-siamese neural networks which is
easy to implement as it is trained without entangled samples. Moreover, it is scalable to detect entanglement
of multipartite systems where sufficient labelled entangled samples become difficult to obtain, and our
numerical analysis finds that we could still obtain a rather high accuracy with above 97.5% on average for
multipartite systems from two-qubit to ten-qubit. For this reason, we believe that our work provides a
promising tool to detect quantum features of high-dimensional quantum data.

Finally, it is noted that we exploit the convexity of separable samples and thus reformulate entanglement
detection as an anomaly detection problem, for which the unsupervised neural networks are suitable. Since
other useful quantum features, such as Bell nonlocality and Einstein–Podolsky–Rosen steerability, also
share the same property that it is defined as a distinguishable sample from a convex set, it is evident that our
work can be readily generalized to solve the similar detection problem.
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Appendix A. Complex-valued neural network

We build the complex-valued neural network based on the work of [44]. The codes are available at
https://github.com/ewellchen/Entanglement_detection. The two-dimensional convolutional (denoted as ∗)
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and FC (denoted as ·) operations of the weight w and input z in the complex domain are defined by

w ∗ z = R{w} ∗R{z} − I{w} ∗ I{z} (A.1)

+ i(I{w} ∗R{z}+R{w} ∗ I{z}), (A.2)

w · z = R{w}R{z} − I{w} I{z} (A.3)

+ i(R{w}I{z}+ I{w} R{z}), (A.4)

where R and I represent the real and imaginary part of the vector or matrix, respectively. The formulation
of the complex-valued rectified linear unit (CReLU) is given by

CReLU(z) = ReLU(R (z)) + iReLU(I (z)), (A.5)

which introduces nonlinearity into the network transformation. The batch normalization (BN) layer is
implemented by multiplying the 0-centered data (z − E[z]) with the inverse square root of the covariance as

V =

(
Cov(R{z},R{z}) Cov(R{z}, I{z})
Cov(I{z},R{z}) Cov(I{z}, I{z})

)
,

z̃ = (V)−
1
2 (z − E[z]),

BN(z̃) =

(
γrr γri

γri γii

)
z̃ + β. (A.6)

The parameters γr(i)r(i) and β are trainable. Each convolutional layer is composed of a convolutional
operation, a CReLU and a BN layer. The first FC layer is composed of a FC operation and a CReLU. The last
FC layer generates the final output directly via a FC operation. The operations defined above are
differentiable, which means the neural network could be trained efficiently with back-propagation. The
gradient is calculated with respect to the real-valued cost function L as

∇L(z) =
∂L
∂z

=
∂L
∂zr

+ i
∂L
∂zi

= R (∇L(z)) + iI (∇L(z)) . (A.7)

The back-propagation updates the complex-valued parameter t = tr + iti of the neural network by

∇L(t) =
∂L
∂t

=
∂L
∂tr

+ i
∂L
∂ti

(A.8)

=
∂L
∂zr

∂zr

∂tr
+

∂L
∂zi

∂zi

∂tr
+ i

(
∂L
∂zr

∂zr

∂ti
+

∂L
∂zi

∂zi

∂ti

)
(A.9)

=
∂L
∂zr

(
∂zr

∂tr
+ i

∂zr

∂ti

)
+

∂L
∂zi

(
∂zi

∂tr
+ i

∂zi

∂ti

)
(A.10)

= R (∇L(z))

(
∂zr

∂tr
+ i

∂zr

∂ti

)
(A.11)

+ I (∇L(z))

(
∂zi

∂tr
+ i

∂zi

∂ti

)
, (A.12)

which could be implemented using Pytorch [45].

Appendix B. Computing the GME of quantum pure states

We employ the algorithm proposed in [42] to compute the GME for an arbitrary quantum pure state. The
algorithm is based on a tensor version of the Gauss–Seidel method for computing unitary eigenpairs
(U-eigenpairs) of a non-symmetric complex tensor A which corresponds to the given quantum pure state.

Algorithm 1 [42]. Computing the U-eigenpairs of an n1 × · · · × nm non-symmetric complex tensor A.
Step 1 (initial step): let S = sym(A) be the symmetric embedding of A, and n = n1 + · · ·+ nm.

Choose a starting point x0 ∈ Cn with ‖x0‖ = 1, and 0 < αS ∈ R. Let λ0 = S∗xm
0 .

Step 2 (iterating step):
for k = 1, 2, . . . , do
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x̂k = λk−1Sx∗m−1
k−1 + αSxk−1, (B.1)

xk = x̂k/‖x̂k‖, (B.2)

λk = S∗xm
k . (B.3)

end for.
return:
Unitary symmetric eigenpair (US-pair): λS = |λk|, and x = ( λS

λk
)1/mxk.

Let x = (x(1)
, . . . , x(m)
)
, x(i) ∈ Cni , for all i = 1 : m.
U-eigenvalue λA = (

√
m)m

m! λS .
U-eigenvector {√mx(1), . . . ,

√
mx(m)}.

ORCID iDs

Yu Pan https://orcid.org/0000-0001-6900-4016

References

[1] Horodecki R, Horodecki P, Horodecki M and Horodecki K 2009 Quantum entanglement Rev. Mod. Phys. 81 865
[2] Streltsov A, Adesso G and Plenio M B 2017 Colloquium: quantum coherence as a resource Rev. Mod. Phys. 89 041003
[3] Chitambar E and Gour G 2019 Quantum resource theories Rev. Mod. Phys. 91 025001
[4] Nielson M A and Chuang I I 2000 Quantum Computation and Quantum Information (Cambridge: Cambridge University Press)
[5] Deutsch I H 2020 Harnessing the power of the second quantum revolution PRX Quantum 1 020101
[6] Peres A 1996 Separability criterion for density matrices Phys. Rev. Lett. 77 1413
[7] Gurvits L 2003 Classical deterministic complexity of Edmonds’ problem and quantum entanglement Proc. of the 35th Annual

ACM Symp. on Theory of Computing pp 10–9
[8] Horodecki R, Horodecki M and Horodecki P 1996 Teleportation, Bell’s inequalities and inseparability Phys. Lett. A 222 21–5
[9] Terhal B M 2000 Bell inequalities and the separability criterion Phys. Lett. A 271 319–26
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Abstract:  An entangled state of a two-particle system is a quantum state that cannot be separated—it cannot be written 
as the product of states of the individual particles. One way to tell if a system is entangled is to use it to violate a Bell 
inequality (such as the Clauser-Horne-Shimony-Holt, CHSH, inequality), because entanglement is necessary to violate 
these inequalities. However, there are other, more efficient measurements that determine whether or not a system is 
entangled; an operator that corresponds to such a measurement is referred to as an entanglement witness. We present the 
theory of witness operators, and an undergraduate experiment that measures an entanglement witness for the joint 
polarization state of two photons. We are able to produce states for which the expectation value of the witness operator is 
entangled by more than 160 standard deviations. 

Keywords: Quantum Mechanics, Entanglement, Quantum Measurement, Quantum Information. 
PACS: 03.67.Mn, 03.67.Bg, 42.50.Dv. 

INTRODUCTION 
 
Entanglement is a (perhaps the) feature that 

distinguishes quantum mechanics from classical 
mechanics. Entanglement is necessary for a diverse 
range of uniquely quantum mechanical effects such as 
quantum cryptography, quantum teleportation and 
quantum computing.1  

Mathematically, entangled states are those quantum 
states that cannot be written as the product of the states 
of the individual particles. Thus, if ent  represents 

an entangled state of a bipartite system, and A  and 

B  are the states of the individual particles, then 
 
 ent A B      , (1) 

 
where   represents the direct product.  

In Eq. (1) ent  is an entangled pure state. It has 
been shown that for every bipartite pure-state, there 
exists a Bell inequality that is violated;2,3 this means 
that there exists, at least in principle, a method to 
experimentally detect that entanglement.  

However, real experimental systems never exist in 
pure states. One must assume that the state of an 
experiment will yield a mixed state that must be 
described by density operator ̂ .4 A mixed state is 
separable, and hence not entangled, if it can be written 
as a weighted sum of product states: 

 

 ˆ ˆ ˆsep i Ai Bi
i

p     , (2)  

where the ip ’s are nonnegative real numbers, and the 
normalization condition is that they must sum to 1. 

An observable that is able to detect entanglement is 
referred to as an entanglement witness.5,6 Bell 
inequalities were the first entanglement witnesses, but 
there are other, more efficient, observables that are 
capable of detecting entanglement. For example, the 
minimum number of measurements needed to 
determine a Bell inequality for bipartite qubits (two, 2-
state particles) is four, whereas it is possible to 
construct an entanglement witness for these same 
qubits that requires only three measurements.7 The 
reason Bell inequalities require more measurements is 
because they are capable of ruling out any local-
realistic model, whereas other entanglement witnesses 
assume the validity of quantum mechanics, and merely 
seek to determine whether or not a particular system is 
entangled. 

Experiments with entangled photons have been 
previously performed in undergraduate laboratories.4,8-

12 These experiments include tests of Bell inequalities, 
which prove that the states used in those experiments 
were entangled. However, we know of no previous 
undergraduate experiments that measure the types of 
entanglement witnesses that we describe here. These 
witnesses require only three measurements, not four. 
Furthermore, we demonstrate that our witness 
operators are able to detect entanglement in situations 
where the Clauser-Horne-Shimony-Holt, CHSH, 
inequality,8,9 which is the most commonly used Bell 
inequality, does not.  

A full discussion of mixed-state density operators 
and witness operators is well beyond the scope of this 
article. For a discussion of density operators that is 
accessible to undergraduates, see Ref. [4]. For a more 
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complete discussion of witness operators, see Refs. [3] 
and [6]. 

THEORY 

Schmidt Decomposition 

Before discussing the general problem of 
identifying entanglement in arbitrary mixed state 
systems, let's first consider entanglement of pure states. 
Suppose that system A has dimension N and system B 
has dimension M. An arbitrary pure state of the joint 
system can be written as 

 

 
.

N M

ij i jA B
i j

N M

ij i j
i j

c

c

    

  

 

 

 (3) 

 
The Schmidt decomposition of   determines two 

new sets of basis vectors i A
a  and i B

b , such that  
 

 
R

i i i
i

a b    . (4) 

 
The number R is called the Schmidt rank of the system, 
and  min ,R N M . This is a simplification, because 
we have gone from a double sum to a single sum. The 
fact that the Schmidt decomposition of   exists is 
proven in Ref. [1]. 

The Schmidt decomposition is useful for several 
reasons. The Schmidt rank of any pure product state is 
1; any pure state with 1R   is entangled. We’ll see 
another use for the Schmidt decomposition below. 

Witness Operators 

An observable Ŵ  is an entanglement witness if 
 
  ˆ ˆ ˆ=Tr 0sepW W    (5) 

 
for all separable states ˆ sep , and  

 
  ˆ ˆ ˆ=Tr 0entW W   (6) 

 
for at least one entangled state ˆ ent .3,5,6 Here Tr() refers 
to the trace of an operator. This means that if one 

measures ˆ 0W  , one knows that the state ̂  is 

entangled. 
There are different ways to construct witness 

operators. The technique that we use is to note that if 
our experimentally produced state is “close enough” 
(in Hilbert space) to a particular entangled pure state 

ent , it will be entangled as well. As such we 
construct the witness operator6 
 
 ˆ ˆˆ ˆ1 1ent ent entW          . (7) 
 
In order to ensure that this operator meets the 
definition of an entanglement witness, the constant   
is chosen to have the minimum value possible such 
that Ŵ  satisfies Eq. (5): 
 
  ˆˆ ˆ= 1 Tr 0ent ent sepW        .  (8) 

 
We thus require   to be given by 
 

  ˆmax Tr .ent ent sep        (9) 
 
Actually performing the maximization in Eq. (9) is 

beyond the scope of this article. It can be shown that 
  is given by the square of the maximum Schmidt 
coefficient of , maxi .6,13 

The two entangled states we are interested in 
detecting are the Bell states of two photons 

 

  
1
2

HH VV    , (10) 

 
where H and V correspond to horizontally and 
vertically polarized photons. This is the Schmidt 
decomposition of  , so the maximum Schmidt 

coefficient is 1/ 2 , and the witness operators are 
 

 

 

1 ˆˆ 1
2
1 1̂
2

.

W

HH HH VV VV

HH VV VV HH

     

  


 

 (11) 

 
In the laboratory, we are able to perform local, 

projective measurements. That is, both Alice and Bob 
perform projective measurements on their respective 
particles. The first two terms after the 1̂  in Eq. (11) 
take this form, but the two terms in parentheses don’t. 

ent

13



However, we recognize that Alice and Bob are not 
limited to performing measurements in the horizontal-
vertical basis. Define the diagonal and antidiagonal 
(+45o linear), and the left- and right- circular 
polarization states as 

 

     
1
2

D H V   ,  
1
2

A H V   (12) 

   
1
2

L H i V   ,  
1
2

R H i V  . (13) 

 
We rewrite our witness using these operators as: 

 





1 ˆˆ 1
2

.

W HH HH VV VV DD DD

AA AA LL LL RR RR

   


   

 (14) 

 
Defining  ,P a b  to be the joint probability that Alice 
measures her photon to have polarization a, and Bob 
measures his photon to have polarization b, we find 
that the expectation value of the witness operators is 

 

    
     

      

1ˆ 1 , , ,
2

, , , .

W P H H P V V P D D

P A A P L L P R R

    

   

 (15) 

EXPERIMENTS 

Our experiments are similar to those performed in 
Ref. [7], but we use equipment that is currently found 
in many undergraduate laboratories.4 The experimental 
apparatus is shown in Fig. 1. A 405 nm laser diode 
pumps a pair of Type-I beta-barium borate crystals, 
whose axes are oriented at right angles with respect to 
each other. Down converted photons pass through a 
series of wave plates and polarizing beam splitters, 
before being focused onto multimode optical fibers and 
detected with single-photon counting modules. 

The polarization states of the down converted 
photon pairs are adjusted using the techniques of 
previous experiments.4,8 The states that we are trying to 
produce take the form  

 

    
1
2

iHH e VV    . (16) 

 
The birefringent plate in the pump beam is mounted on 
a tilt stage with a micrometer, and is used to adjust the 
relative phase  ; note that 0   yields   and 

    yields  . The techniques described in Refs. 

 

                 
 

FIGURE 1. The experimental apparatus. Here /2 denotes a 
half-wave plate, BP denotes a birefringent plate, DC denotes 
down conversion crystals, WP denotes the wave plates used 
to do the measurement projections, RP denotes a Rochon 
polarizer, and SPCMs are the single-photon counting 
modules. 

 
4 and 8 allow us to easily determine 0   and    . 
We extrapolate between these two tilt angles to 
determine the phase angle of the state. 

However, our experimentally produced states are 
not pure. We model our states as  

 

 
   

 

ˆ

1 .
2

p

p HH HH VV VV

     


 

 (17) 

 
This density operator represents our photons as being 
in the entangled state     with probability p, and 

in an equal mixture of the states HH  and VV  with 
probability 1 p .  

With the optional wave plates removed (see Fig. 1) 
horizontally polarized photon pairs are directed to 
detectors A and B, and vertically polarized photons are 
directed to detectors A’ and B’. We can thus measure 
the probabilities  ,P H H  and  ,P V V . The 
probabilities of detecting diagonal and antidiagonal 
photon pairs are obtained by inserting properly 
oriented half-wave plates before the Rochon polarizers. 
To measure the circular polarization probabilities we 
insert properly oriented quarter-wave plates. 

Figure 2 shows the experimental data for our two 
witnesses, and the CHSH parameter S.8,9 In Fig. 2(a) 
we see that when we are creating   ( near 0), 

Ŵ   indicates that the state is entangled, and Ŵ   

does not. This is as we would expect, because Ŵ   is 

14



 

        
 

FIGURE 2. (a) Ŵ   (red circles) and Ŵ   (blue 

squares) are plotted as a function of the entangled state 
phase,  . (b) The CHSH parameter S is plotted as a function 
of the entangled state phase,  . The points are experimental 
data, while the solid lines are theoretical predictions. 
Statistical (vertical) error bars are smaller than the markers. 
Horizontal error bars are / 40 , which is our best estimate 
of how accurately we can set the phases. 

 
constructed to witness this entangled state, while Ŵ   
is not. Their behavior switches as  approaches  and 
we are constructing state  . Note that the version 
of the CHSH inequality that we use detects 
entanglement in   when 2S  . However, Ŵ   
does a “better” job of detecting this entanglement: 
Ŵ   indicates that the point at 1.25 rad   is 

entangled, while S does not.  
The expectation values Ŵ   are obtained from 

the same data, but computed differently. The data for S 
is obtained separately because it requires different 
measurement settings. Our technique for obtaining the 
measurements in Fig. 2 is to set the value of , measure 
Ŵ   and S one after the other, then change  and 

repeat. We note that at 0   in Fig. 2 
ˆ 0.4042 0.0025W     , which indicates that the 

state is entangled by over 160 standard deviations for 
300 s of counting time. This same state yields 

2.521 0.012S   , which violates the classical 
inequality by 40 standard deviations for 400 s of 
counting time. 

For states described by Eq. (17), the theoretical 
expectation values of the witness operators, are  

 

 ˆ cos
2
pW     . (18) 

 
We treat p as a free parameter, and use it to fit our data 
for Ŵ  ; we find that 0.83 0.01p   . Once this 

value has been determined for Ŵ  , we use it to 

determine the theoretical predictions for Ŵ   and S. 

Thus, we use one free parameter for all three 
theoretical curves shown in Fig. 2.  

CONCLUSIONS 

We have experimentally measured the expectation 
values of two different entanglement witness operators 
Ŵ   in an undergraduate laboratory, and compared 

them to measurements of the CHSH parameter S. 
Determining Ŵ   is “easier” in that they require only 

three measurements, as compared to four 
measurements for S. The witness operators also 
indicate entanglement for states that S does not, and 
they yield a larger violation of classical physics (in 
terms of the number of standard deviations that a 
classical inequality is violated). 
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Abstract: The time-dependent quantum Monte Carlo method for fermions is introduced and applied
in the calculation of the entanglement of electrons in one-dimensional quantum dots with several
spin-polarized and spin-compensated electron configurations. The rich statistics of wave functions
provided by this method allow one to build reduced density matrices for each electron, and to
quantify the spatial entanglement using measures such as quantum entropy by treating the electrons
as identical or distinguishable particles. Our results indicate that the spatial entanglement in parallel-
spin configurations is rather small, and is determined mostly by the spatial quantum nonlocality
introduced by the ground state. By contrast, in the spin-compensated case, the outermost opposite-
spin electrons interact like bosons, which prevails their entanglement, while the inner-shell electrons
remain largely at their Hartree–Fock geometry. Our findings are in close correspondence with the
numerically exact results, wherever such comparison is possible.

Keywords: quantum correlations; quantum entanglement; quantum Monte Carlo method

1. Introduction

During the past few decades there has been an increasing interest in developing
new models and computational tools to address the fundamental and practical challenges
related to quantum correlations and entanglement, in connection with their potential appli-
cation in newly emerging quantum technologies [1]. The properties of composite systems
of quantum particles are expected to play an important role in information processing, as
well as in devices for manipulating systems of atoms and molecules. While various alge-
braic operator methods have been used to characterize entanglement in spin systems [2–4],
an efficient approach to assess the spatial entanglement in many-body quantum systems
together with its evolution over time is still lacking. It is well known that the correlated
non-relativistic particle motion described by the time-dependent Schrödinger equation (SE)
is tractable for only a limited number of cases. While solvable numerically for few particles
in 1D and 2D, the direct numerical solution of the SE scales exponentially with system size,
and is therefore beyond the capabilities of today’s computers. That exponential time scaling
is usually attributed to the nonlocal quantum effects that result from the dependence of the
wave function Ψ(r1, . . . , rN , t) on the coordinates of all interacting particles. The standard
approaches to ameliorate the workload are to reduce the many-body SE to a set of coupled
single-body equations, where the most prominent are the mean-field approaches: the
Hartree–Fock (HF) method [5] and density-functional theory (DFT) [6]. That reduction,
however, occurs at the price of neglecting the detailed fluctuating forces between the
electrons and replacing them with averages, thus totally ignoring the dynamic quantum
correlations in the HF method, while DFT reduces the many-body problem to a single-body
problem of non-interacting electrons moving in an effective exchange-correlation poten-
tial, which is generally unknown and suffers self-interaction issues. More accurate but
more computationally expensive are the multi-configuration time-dependent Hartree–Fock
method [7], and the full configuration interaction method [8]. Another approach that
has gained much attention lately is the density matrix renormalization group method [9],
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which allows one to treat correlated 1D many-body problems with good accuracy; however,
its application to higher dimensions and arbitrary potentials has been challenging thus far.

A different class of methods to tackle the quantum many-body problem includes the
quantum Monte Carlo methods [10], which allow one to accurately calculate the electronic
structures of atoms, molecules, nanostructures, and condensed-matter systems at a fully
correlated level. For example, the diffusion quantum Monte Carlo (DMC) method uses ran-
dom particles (walkers) whose evolution towards the ground state of the system involves a
combination of diffusion and branching—which, however, prevent its use for real-time-
dependent processes where causality is of primary importance. Moreover, the artificial
nature of the many-body wave function in configuration space used in the DMC method
prevents the calculation of some important quantities other than the energy. The recently
introduced time-dependent quantum Monte Carlo (TDQMC) method [11–13] employs
concurrent ensembles of walkers and wave functions for each electron, where each wave
function is associated with a separate walker (particle–wave dichotomy), and these evolve
in physical spacetime where no initial guess for the many-body wave function is needed.
Recently, we have applied the TDQMC method to analyze the ground state preparation
for simple bosonic systems with several particles in one and two dimensions, with a good
tradeoff between scaling and accuracy [14]. In this work we apply the TDQMC method to
several interacting fermions in one-dimensional quantum dots, where the obtained reduced
density matrices allow us to quantify the entanglement between the electrons considered
to be identical or distinguishable particles. We consider some proof-of-principle aspects
of the TDQMC method for fermions, rather than practical matters concerning quantum
dots. Entanglement in two-electron quantum dots, atoms, and molecules has been studied
elsewhere [15–18].

2. Methods

The TDQMC method transforms the standard Hartree–Fock (HF) equations into a
set of coupled stochastic equations capable of describing the correlated particle motion.
That transformation is based on the physical assumption that the modulus square of the
single-body wave function in coordinate (physical) space may be thought of as an envelope
(or kernel density estimation) of the distribution of a finite number of particles (walkers). In
this way, for each electron in an atom a large set of single-body wave functions that reside in
physical spacetime is created, where each wave function responds to the multicore potential
due to both the nucleus and the walkers of the rest of the electrons. The crucial point in
this picture is that it allows for each walker for a given electron to interact with the walkers
of any other electron through weighted Coulomb potential, thus naturally incorporating
the spatial quantum nonlocality. Then, from the evolution of the walker distributions one
can evaluate quantum observables without resorting to the many-body wave function.
Formally, we start from the HF equation for the ith from a total of N electrons, within a
single-determinant ansatz [19]:

i} ∂

∂t
ϕi(ri, t) =

[
− }2

2m
∇2

i + Ven(ri) + VHF
ee (ri, t)

]
ϕi(ri, t) (1)

where Ven(ri) is the electron–nuclear potential, and the HF electron–electron potential reads:

VHF
ee (ri, t) = VH

ee (ri, t) + VX
ee (ri, t) (2)

where:

VH
ee (ri, t) =

N

∑
j 6=i

∫
drjVee(ri − rj)

∣∣ϕj(rj, t)
∣∣2 (3)
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is the Hartree potential, and VX
ee (ri, t) is the exchange potential:

VX
ee (ri, t) = −

N

∑
j 6=i

δsi ,sj

∫
drjVee(ri − rj)ϕi(rj, t)ϕ∗j (rj, t)ϕj(ri, t)/ϕi(ri, t) (4)

where ϕi(r, t) satisfy the orthonormality property
∫
ϕi(r, t)ϕ∗j (r, t)dr = δi,j, and the indices

si, sj denote the spins of the corresponding electrons. The inequality j 6= i in the sums
of Equations (3) and (4) stresses the fact that even though the self-interaction between
the electrons is naturally canceled in the HF approximation, it is also not present in the
Hartree approximation, where there is no exchange potential [19]. It is known that the
wave functions ϕi(r, t) of Equation (1) variationally minimize the system energy:

EHF =
N

∑
i=1

[
− }2

2m

∫
ϕ∗i (ri, τ)∇2

i ϕi(ri, τ)dri +
∫

Ven(ri)|ϕi(ri, τ)|2dri

]
+ EH

ee + EX
ee (5)

where the Hartree and exchange energies read:

EH
ee = 0.5

N

∑
i 6=j

x
Vee(ri − rj)|ϕi(ri, τ)|2

∣∣ϕj
(
rj, τ

)∣∣2dridrj (6)

and

EX
ee = −0.5

N

∑
i 6=j

δsi ,sj

x
Vee(ri − rj)ϕi(rj, τ)ϕ∗j (rj, τ)ϕj(ri, τ)ϕ∗i (ri, τ)dridrj (7)

respectively.
It is known that the Hartree–Fock approximation does not account for the dynamic

electron–electron correlations beyond those due to the exchange interaction. In order to
correct for this in the TDQMC methodology, we replace the HF wave function for each
electron ϕi(r, t) with a family of slightly different wave functions ϕi(r, t)→ ϕk

i (r, t) ; k = 1,
. . . ,M [11–13], which allows us to further lower the system energy below the HF level. This
is accomplished by applying a stochastic windowing to the distribution

∣∣ϕj(rj, t)
∣∣2 in the

Hartree potential VH
ee (ri, t) of Equation (3), by using a “window” function K

[
rj, rk

j (t), σj,i

]
centered at a certain walker’s trajectory rk

j (t), which samples the distribution given by∣∣ϕj(rj, t)
∣∣2. The parameters σj,i determine the widths of those “windows”, such that the

product
∣∣ϕj(rj, t)

∣∣2K
[
rj, rk

j (t), σj,i

]
is different for each separate trajectory rk

j (t). In this way,
for each electron, Equations (1)–(4) are transformed into a set of M Hartree–Fock-like
equations for the different replicas ϕk

i (ri, t) of the initial HF wave function ϕi(ri, t), each
one attached to a separate trajectory rk

j (t) (particle–wave dichotomy [13]):

i} ∂
∂tϕ

k
i (ri, t) =

[
− }2

2m∇2
i + Ven(ri) + Vk

e f f (ri, t)

−
N
∑
j 6=i

δsi ,sj

∫
drjVee(ri − rj)ϕ

k
i (rj, t)ϕk∗

j (rj, t)ϕk
j (ri, t)/ϕk

i (ri, t)

]
ϕk

i (ri, t)
(8)

where
∫
ϕk

i (r, t)ϕk∗
j (r, t)dr = δi,j; i = 1, . . . ,N, k = 1, . . . ,M, and where:

Vk
e f f (ri, t) =

N

∑
j 6=i

1
Zk

j,i

M

∑
l

Vee

[
ri, rl

j(t)
]
K
[
rl

j(t), rk
j (t), σj,i

]
(9)

is the effective electron–electron interaction potential represented as a Monte Carlo (MC)
convolution that incorporates the spatial quantum nonlocality by allowing each walker
for a given electron to interact with a group of walkers of any other electron. In fact, it
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can be seen from Equation (9) that the effective potential “seen” by the kth wave function
for the ith electron involves interactions with a number of walkers that belong to the jth
electron and lie within the nonlocal length σj,i around rj(t) [12–14]. For the Gaussian kernel
we have:

K
[
rj, rk

j (t), σj,i

]
= exp

−
∣∣∣rj − rk

j (t)
∣∣∣2

2σ2
j,i

 (10)

which determines the weighting factor in Equation (9) to be:

Zk
j,i =

M

∑
l=1

K
[
rl

j(t), rk
j (t), σj,i

]
(11)

As seen from Equations (10) and (11), the limit σj,i → ∞ where K
[
rj, rk

j (t), σj,i

]
→ 1

recovers the Hartree–Fock approximation—as opposed to the local interaction, where
σj,i → 0 and K

[
rj, rk

j (t), σj,i

]
→ δ

(
rj − rk

j (t)
)

. It is clear, therefore, that σj,i may serve as
variational parameters to minimize the system energy between these two limiting cases.

The connection between the trajectories rk
i (t) and the wave functions ϕk

i (ri, t) is given
by the walker’s velocities (de Broglie–Bohm equation, e.g., in [20]):

vk
i (t) ==

}
m

Im

[
∇iϕ

k
i (ri, t)

ϕk
i (ri, t)

]
ri=rk

i (t)

(12)

for real-time propagation, and:

drk
i (τ) = vDk

i dτ + ηi(τ)

√
}
m

dτ (13)

for imaginary-time propagation, where the drift velocity reads:

vDk
i (τ) =

}
m

[
∇iϕ

k
i (ri, τ)

ϕk
i (ri, τ)

]
ri=rk

i (τ)

(14)

and η(τ) is a Markovian stochastic process (see also the appendix in [21]). The striking
similarity between the drift velocity of Equation (14) and the de Broglie–Bohm Equation (12)
comes from the fact that both equations describe drift-diffusion processes in imaginary
and in real time, respectively. It is seen that although the individual wave functions guide
the corresponding walkers through Equation (12), the TDQMC method solves coupled
single-body Hartree-Fock-like equations (e.g., Equation (8)) instead of using quantum
potentials as in Bohmian mechanics [20].

Following the particle–wave dichotomy described above, the system energy can be
calculated conveniently using both particle trajectories and wave functions:

E = 1
M

M
∑

k=1

[
N
∑

i=1

[
− }2

2m
∇2

i ϕ
k
i (r

k
i )

ϕk
i (r

k
i )

+ Ven(rk
i )

]
+

N
∑
i>j

Vee(rk
i − rk

j )

]
rk

i = rk
i (τ)

rk
j = rk

j (τ)

− 0.5
M

M
∑

k=1

N
∑
i 6=j

δsi ,sj

∫ ∫
dridrjVee(ri − rj)ϕ

k
i (rj, t)ϕk∗

j (rj, t)ϕk
j (ri, t)ϕk∗

i (ri, t).

(15)

During the preparation of the ground state of the quantum system, the initial Monte
Carlo ensembles of walkers and wave functions propagate in imaginary time (τ) toward a
steady state, in accordance with Equations (8)–(14), for different values of the nonlocality
parameters σj,i, until the energy of Equation (15) displays a minimum. Another alternative
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to account for the exchange effects is to apply a short-range screening to the interaction
potential in order to modify the repulsion between the same-spin electrons [22].

Considering the ensemble of waves ϕk
i (ri, t) delivered by the TDQMC as random

variables, one can build a reduced density matrix for the ith electron, which may serve
as the variance–covariance matrix in the Hilbert space that carries important statistical
information [13,23]:

ρi

(
ri, r

′
i, t
)
=

1
M

M

∑
k=1

ϕk
i
∗(ri, t)ϕk

i (r
′
i, t) (16)

For example, the density matrix of Equation (16) allows one to easily calculate the
spatial entanglement of a given electron state, which may serve also as a good measure for
the overall accuracy of the calculation (e.g., [24]). Without entering the ongoing debate on
entanglement witnesses, for opposite-spin electrons—where there are no exchange terms
in HF and TDQMC equations—we employ the linear quantum entropy for distinguishable
(non-identical) particles as a conventional measure for the spatial entanglement [25]:

Si
L↑↓(t) = 1− Tr

(
ρ2

i

)
= 1−

∫
ρ2

i (ri, ri, t)dri (17)

while for N same-spin electrons the component of the entanglement that reflects the
trivial minimum correlation due to the anti-symmetrization of the wave function can be
eliminated [26–28], yielding:

Si
L↑↑(t) = 1− NTr

(
ρ2

i

)
= 1− N

∫
ρ2

i (ri, ri, t)dri (18)

This definition ensures that for the wave functions used in HF approximation (or in
general for any Slater rank 1 many-body state [29,30]) the linear entropy should vanish.

For indistinguishable (identical) particles, the spatial part of the 2N-body wave func-
tion can be represented in the simplest case as a product of normalized spin-up and
spin-down Slater determinants [10]:

Ψi(r1, r2, . . . , r2N , t) = D↑i (r1, r2, . . . , rN , t)D↓i (rN+1, rN+2, . . . , r2N , t) (19)

Thus, the entanglement between—for example—spin-up only electrons can be esti-
mated using the reduced density matrix, averaged over the configurations provided by the
TDQMC algorithm:

ρ↑i

(
r, r
′
, t
)
=

1
M

M

∑
k

∫
Dk↑

i (r, r2, . . . , rN , t)Dk↑
i
∗(r

′
, r2, . . . , rN , t)dr2 . . . drN (20)

where Dk↑
i are spin-up Slater determinants composed by the individual wave functions.

3. Results

As an example here we calculate the ground state of a quantum dot with parabolic core
potential Ven(ri) = ω2r2

i /2 and with soft-core electron–electron Coulomb repulsion [31]:

Vee
[
ri, rj

]
=

e2
√

r2 + a2
(21)

where r ≡
∣∣ri − rj

∣∣.
Within the formalism of Section 2 the degree of spatial correlation and, hence, the

spatial entanglement, is controlled in TDQMC by the quantum nonlocal length σj,i where,
for bound electrons, higher σj,i lead to lower correlation (entanglement) between the ith
and the jth electron, and vice versa. Since the spatial extent of the electron cloud for the jth
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electron is determined by the standard deviation sj of the corresponding MC ensemble, the
nonlocal length σj,i is expected to be close to sj:

σj,i = αj,i.sj; j, i = 1, . . . , N, (22)

where αj,i may now serve as the variational parameters to minimizing the energy.
Since for parallel-spin electrons the eigenstates are orthogonal to one another, their

overlap is small and, hence, the dynamic correlation between such states is expected to be
smaller compared to the correlation between opposite-spin electrons. Here, we consider 1D
quantum dots in two basic configurations: one is a spin-polarized configuration where each
energy level is filled with just one same-spin electron, as seen in Figure 1a, and the other
is a spin-compensated configuration where each level is occupied by two opposite-spin
electrons (Figure 1b).

1 
 

 
 
1 
 

 
 
2 
 

Figure 1. Energy level diagrams for spin-polarized (a) and spin-compensated (b) electrons in 1D
quantum dots. The moduli square of the corresponding spatial orbitals are drawn with red.

We start with the ground state and the three excited states of a total of four same-spin
electron configurations (Figure 1a), where due to the orthogonality of the spatial wave
functions the dynamic correlations between the same-spin electrons are expected to be
rather small. The system of coupled non-linear TDQMC equations (Equation (8)) is solved
iteratively using both spilt-step Fourier and Crank–Nicolson numerical schemes, which
give close results. The final states obtained are statistical variants of the corresponding
Hartree–Fock wave functions for the different energy levels, with certain distortions due
to the different effective interaction potentials Vk

e f f (ri, t) in Equation (8). Starting from
preliminary calculated Hartree–Fock wave functions, after 200 steps of imaginary-time
propagation of Equations (8)–(11) and Equations (13) and (14), for ω = 1, and for different
values of the variational parameter αj,i of Equation (22), we find the energy minima for
one, two, three, and four occupied levels in succession. Figure 2a shows these energies
(green line), which are in a very good correspondence with the numerically exact energies
(blue line) obtained from the direct numerical solution of the Schrödinger equation for up
to four electrons in one spatial dimension. Our calculations reveal that accuracy of three
significant digits for the energy can be attained by varying α1,i, while α2,i, α3,i, and α4,i
are set to infinity, which practically keeps the ground state (level 1) at its Hartree–Fock
geometry. The optimal values of α1,i for the ground level |1〉 are shown in Figure 2c for two,
three, and four electrons, also showing that both α1,i and the nonlocal length σ1,i are almost
independent of the number of electrons—except for one electron at the ground state where
there is no e–e interaction—and α1,i is set to zero. The degree of entanglement for the four
configurations of Figure 1a is quantified by the linear quantum entropy of Equation (18), as
shown in Figure 2b. There are two distinct cases: In the first, the electrons are considered
identical (blue line), to be compared with the result from the exact numerical solution of
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the Schrödinger equation (green line). It can be seen that the linear entropy in this case
remains almost constant, in close agreement with the exact numerical result. The second
case, plotted with red dots in Figure 2b, depicts the linear entropy for the different electrons
considered as distinguishable particles with the density matrix of Equation (17). It can be
seen that the linear entropy for the distinguishable electrons increases due to the screening
effect of the inner electrons, which causes larger fluctuations in the shape of the outer
wave functions.

1 
 

 
 
1 
 

 
 
2 
 

Figure 2. Energy (a), linear entropy (b), and nonlocality parameters σ1,i (α1,i) (c) for the ground
state |1〉, for electron configurations with up to four parallel-spin electrons (Figure 1a). Blue lines:
TDQMC results; green lines: numerically exact results; red dots in (b): linear entropy for distinguish-
able electrons.

For the filled-shell configuration of Figure 1b, each level contains two opposite-spin
electrons, whose wave functions overlap in space almost completely, and therefore these
electrons interact more like bosons [14]. It is therefore reasonable to calculate the only
spatial entanglement that is due to same-shell states that is expected to significantly exceed
the entanglement of the same-spin electrons at different levels. For the configuration of
Figure 1b we have found that the major source of entanglement is the Coulomb repul-
sion between the two outermost electrons. For the ground state (level 1), where only
two opposite-spin electrons are present in the vicinity of the core, the system energy ex-
hibits a well-defined minimum as a function of the nonlocal length σ↑1,1 = σ↓1,1, as seen in
Figure 3a. When adding electrons at the higher levels, the corresponding wave functions
acquire zeros, which is a source of larger fluctuations of the energy, as seen in Figure 3b–d,
where the red curves represent the polynomial least squares fit for better visualization of
the energy minimum.

Note that in the process of adding correlated electrons at the outer shells, the inner-
shell electrons remain largely intact due to their stronger localization (confinement) to
the core. Therefore, to a good approximation, the inner-shell wave functions need not be
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recalculated, and these may remain at their self-consistent Hartree–Fock configurations.
Figure 4a depicts the system energy (blue line), which almost perfectly matches the numer-
ically exact energies (green line) obtained using the standard DMC method [10]. The linear
entropy predicted by the TDQMC method decreases when adding new excited states to
the electron configuration (blue line in Figure 4b), which contrasts with the case of bosonic
quantum dots, where it increases for more electrons at the ground state [14]. This behavior
is also confirmed by the numerically exact results (green line) for levels 1 and 2 (two and
four identical electrons), and can be explained by the orthogonality of the wave functions
in the fermionic calculation, which causes weaker interaction for the outer-shell electrons.

 

2 

 
 
3 
 

 

Figure 3. Energy of N-electron 1D quantum dots as a function of the nonlocal length σN,N , for N = 2
(a), N = 4 (b), N = 6 (c), and N = 8 (d).

 

2 

 
 
3 
 

 Figure 4. Energy (a), linear quantum entropy (b), and nonlocality parameters σ1,i (α1,i) (c) for the
outermost level |i〉=|1〉, . . . ,|5〉-, for electron configurations with up to five filled shells (Figure 1b).
Blue lines: TDQMC results; green lines: numerically exact results.
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4. Conclusions

In conclusion, we have calculated the correlated ground state and excited states of
1D quantum dots with spin-polarized and spin-compensated electron configurations with
up to 5 energy levels (10 electrons) within the time-dependent quantum Monte Carlo
framework. Unlike the Hartree–Fock approximation, the TDQMC method accounts for
the dynamic correlations between the constituents of the quantum system, and allows
one to quantify the resultant spatial entanglement in a simple and efficient manner. By
variationally minimizing the system energy with respect to the spatial quantum nonlocality,
the optimal set of wave functions that describes each electron is found, which allows one
further to calculate the reduced density matrices for the different electrons and, hence, to
quantify the entanglement that they exhibit due to their mutual interactions. Using the
linear quantum entropy as a measure for the entanglement, it was found that for a fully
spin-polarized electron configuration the stochastic windowing applied to the ground state
alone is sufficient to recover the entanglement of the excited states, in good agreement with
the exact numerical result. For the spin-compensated electron system, the entanglement
that is due to the interaction of the two outermost opposite-spin electrons is dominant,
while the inner shells remain largely at their Hartree–Fock states. An essential advantage
of this method is that it allows one to conceive quantum particles as identical as well
as distinguishable objects. The theory presented here may find useful applications in
treating quantum correlation effects in composite quantum systems such as molecules,
clusters, and solid-state materials. Its accuracy could be further improved by using linear
combinations of Slater determinants to better approach the Hilbert space of the quantum
many-body problem.
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There are many possible architectures of qubit connectivity that designers of future quantum computers will
need to choose between. However, the process of evaluating a particular connectivity graph’s performance as a
quantum architecture can be difficult. In this paper, we show that a quantity known as the isoperimetric number
establishes a lower bound on the time required to create highly entangled states. This metric we propose counts
resources based on the use of two-qubit unitary operations, while allowing for arbitrarily fast measurements and
classical feedback. We use this metric to evaluate the hierarchical architecture proposed by A. Bapat et al. [Phys.
Rev. A 98, 062328 (2018)] and find it to be a promising alternative to the conventional grid architecture. We also
show that the lower bound that this metric places on the creation time of highly entangled states can be saturated
with a constructive protocol, up to a factor logarithmic in the number of qubits.

DOI: 10.1103/PhysRevResearch.2.033316

I. INTRODUCTION

As the development of quantum computers progresses
from the construction of qubits to the construction of
intermediate-scale devices, quantum information scientists
have increasingly begun to explore various architectures for
scalable quantum computing [1–4]. Researchers have quan-
tified the cost imposed by moving from one architecture to
another [5,6] and optimized the placement of qubits on a fixed
architecture [7–9]. Experimentalists have also begun to test
different architectures in laboratory settings [10,11].

In this work, we are interested in developing tools to
evaluate the relative performance of different architectures.
Here, “architecture” refers to the connectivity graph that
defines the allowable elementary operations between qubits.
We propose a natural metric based on entanglement measures.
When several physical models are represented by a graph
G = (V, E ), with a set of vertices V corresponding to qubits,
and a set of weighted edges E corresponding to two-qubit
operations (where the weights denote the maximum rates of
operations), a useful metric is given by what we dub the
“rainbow time,”

τRB(G) = max
F⊂V,|F |� 1

2 |V |
|F |
|∂F | , (1)

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

where |∂F | denotes size of the boundary of F , i.e. the total
weight of edges connecting F and F̄ = V − F .

We show that the rainbow time is a lower bound on the
time required to create a highly entangled state on the graph
(i.e., states of N qubits with O(N ) bipartite entanglement).
It is also the reciprocal of a well-studied graph quantity
known as the isoperimetric number [12]. We note that this
lower bound holds even when measurement and feedback are
allowed to speed-up entanglement generation, such as in the
case of Greenberger-Horne-Zeilinger states [13]. In contrast
to Ref. [14], where architectures are evaluated assuming that
only unitary operations are permitted, our results apply to the
more general setting that allows nonunitary operations.

As a complementary result, we show that this lower bound
is nearly tight—a procedure that distributes Bell pairs us-
ing maximum-flow algorithms nearly saturates this bound
to produce O(N ) entanglement across any bipartition, up to
O(log N ) overhead. This suggests that beyond providing a
bound, the rainbow time would be a useful witness to the
speed at which entanglement can actually be generated.

II. PHYSICAL MODEL

In this paper, we evaluate the performance of quantum
architectures with a connectivity graph given by G. Each
vertex in the graph represents a single data qubit, and an
edge exists between two vertices if two-qubit operations can
be performed between them. We interpret the edge weight
wi j between vertices i and j as representing bandwidth, so
that higher-weighted edges are capable of performing more
two-qubit operations in a single unit of time.

We consider an example physical model where the edge
weights represent the rate of distribution of entangled pairs
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(a) (b)

FIG. 1. Illustration of how a model with ancilla mediator qubits
can be abstracted into one in which only data qubits and edge weights
are tracked. In panel (a), each module (blue dashed circle) contains
one data qubit (red) and several ancilla mediator qubits (green) that
form Bell pairs with other modules. In panel (b), the module as a
whole is represented by blue circles, while the ancilla mediator qubits
are now represented by edge weights. Only the states of the data
qubits are tracked.

as in Ref. [15]. Each vertex is a small module that contains a
data qubit and some ancilla qubits. In each unit of time, Bell
pairs are generated between the ancilla qubits on the edges
of the graph, which can then be used to perform two-qubit
gates on the data qubits [16,17]. The process of moving from
this model to an abstracted connectivity graph is illustrated
in Fig. 1. We assume that measurements, classical commu-
nication, and intra-module unitaries are arbitrarily fast, such
that the bottleneck is given by quantum operations between
modules. For example, this model can describe a trapped-
ion system which uses photonic interconnects to generate
entanglement between modules as in Refs. [18,19]. In this
framework, vertex degrees and total graph edge weights rep-
resent required ancilla overheads, justifying their use as cost
functions in Ref. [14].

While, for simplicity, we will focus in the main text on the
above model, our results also apply to other physical models,
up to constant-factor overheads. For example, since any two-
qubit operation between data qubits can be performed by
consuming two Bell pairs [20], the above model is equivalent
to a model where edge weights are proportional to rates of
two-qubit operations. In Appendix A, we show in more detail
how to extend our results to this model, as well as to a
model where edge weights represent coupling strengths in a
Hamiltonian.

III. ENTANGLEMENT CAPACITY

Given a graph G, we wish to bound the total possible
increase in a given entanglement measure after n rounds of
entanglement distribution over its links. Suppose we fix a
bipartition of the graph into two subgraphs supported on
vertex subsets F and F̄ . We consider a general entangle-
ment measure, S, which quantifies the bipartite entanglement
between F and F̄ . We assume the following axioms: S is
zero for product states ρF ⊗ ρF̄ , additive between nonentan-
gled regions, S(ρFF̄ ⊗ τFF̄ ) = S(ρFF̄ ) + S(τFF̄ ), and nonin-
creasing under local operations and classical communication.
Entanglement measures that obey these axioms include the
entanglement cost, the distillable entanglement, and the en-
tanglement of formation [21,22]. All of these measures are
identical to the von Neumann entropy for pure states.

By the result of Ref. [21], the entanglement after n rounds
is bounded by n times the maximum single-round entangle-
ment. We will therefore bound the entanglement generated in
one round, going from ρ to ρ ′. To produce ρ ′, we begin with
ρ and then generate entanglement on the graph edges. This
means that wi j ancilla Bell pairs are generated for each edge
(i, j) crossing the boundary ∂F . The total number of Bell pairs
is therefore |∂F |, the sum over all the weights,

|∂F | =
∑

i∈F, j∈F̄

wi j . (2)

Ignoring ancillas purely local to F or F̄ , the resulting state
is ρ ⊗ ρ

⊗|∂F |
Bell . The final state ρ ′ is then generated by local

operations, assisted by classical communication, on this state.
We denote the state that results from an arbitrary round
of local operations and classical communications on ρ as
LOCC(ρ). Therefore, our axioms for S allow us to write

S(ρ ′) = S
[
LOCC

(
ρ ⊗ ρ

⊗|∂F |
Bell

)]
� S

(
ρ ⊗ ρ

⊗|∂F |
Bell

)
= S(ρ) + |∂F |S(ρBell ),

⇒ S(ρ ′) − S(ρ) � |∂F |S(ρBell ). (3)

Working in the units of S(ρBell ) = 1, we refer to this up-
per bound on the change in entanglement, �S � |∂F |, as
the entanglement capacity of the (F, F̄ ) bipartition in the
graph G.

IV. RAINBOW STATES

We now define a highly entangled state whose creation
serves as a benchmark for the performance of a quantum
computing architecture.

Entanglement makes a useful benchmark for any quantum
computer because it can be shown that computations that
do not produce entanglement can be efficiently simulated
classically [23–25]. Further motivation for producing highly
entangled states can be found in quantum simulation, where
a quantum simulator of general applicability ought to be
capable of representing and simulating highly entangled states
[26].

To select a particular entangled state for benchmarking,
we consider “rainbow states.” In 1D contexts, for even N , a
rainbow state is one in which qubits i and N − i are maximally
entangled [27,28]. The state itself is maximally entangled
across a bipartition between the first N/2 qubits and the rest.

We extend this construction to arbitrary graphs. Suppose
we consider a set of qubits V and any subset F ⊂ V , with
the requirement that |F | � 1

2 |V |. Denote by Fi the ith vertex
of F using an arbitrary ordering, and similarly use F̄i to index
vertices in the complement F̄ . We can then define a “rainbow”
state as one in which qubit Fi and qubit F̄i form a Bell pair, and
any additional qubits in F̄ are left in the state |0〉. This state is
illustrated for a particular choice of F and ordering in Fig. 2.
Note that this construction is only well-defined if |F | � 1

2 |V |,
as otherwise there will not be enough data qubits in F̄ to form
Bell pairs with all the data qubits in F . The arbitrary ordering
allows multiple rainbow states to be defined from the same F .
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FIG. 2. An illustration of how a rainbow state is defined on an
arbitrary subgraph F . Here, gray lines represent the connectivity
graph of allowed two-qubit interactions, while doubled black lines
represent maximally entangled qubit pairs. Qubits without a doubled
line are assumed to be in state |0〉.

V. RAINBOW TIMES AND ISOPERIMETRIC NUMBER

Using the model for quantum architectures in which each
edge weight of a graph G denotes the rate of entanglement
generation across that edge, we can calculate the lower bound
on the time required to create a rainbow state, according to the
entanglement capacity. For any vertex subset F we define this
time as

t (F ) = |F |
|∂F | = number of qubits in F

entanglement capacity of (F, F̄ )
. (4)

As we have shown, the entanglement capacity corresponds
to the total weight of edges across the boundary, which
constrains the amount of entanglement that can be distributed
to the subsystem F from its complement F̄ in unit time.

Although there are many choices for a highly entangled
physical state associated with the subset F that would be hard
to create, here we argue why the above metric t (F ) suffices for
most considerations. Although there are many different states
with O(N ) entanglement which could be used to evaluate
graphs, the rainbow state is easy to conceptualize and create.
Since any bipartite entangled state can be converted either
to or from Bell pairs through entanglement concentration or
dilution [29], the rainbow state offers insight into the time
required to create a general bipartite entangled state. Further-
more, rainbow states arise as ground states of novel models in
condensed-matter physics [30], and thus the ability to create
them can be important for quantum simulation. The difficulty
to create rainbow states is also recognized in Ref. [13]. While
there is freedom in defining a physical rainbow state via the
pairing of vertices in F with those in F̄ , the precise choice of
pairing does not affect the minimum time required to create
the state according to the entanglement capacity, t (F ). While
different rainbow states that share a common subset F may
differ in how quickly they can be created, t (F ) serves as the
common lower bound on the creation time for all of them, and
thus we will focus on that metric here.

We will now use t (F ) to evaluate the quantum architecture
G, the larger graph that contains F as a vertex subset. To
do this, we find the maximum t (F ) given G. Note that this
is not the same as maximizing entanglement entropy, which
would simply yield half the graph without any consideration
of the graph structure. Instead we ask: Of all the maximally
entangled states we can build by bipartitioning V into F
and F̄ , which of them is slowest to build according to the

entanglement capacity? We call the associated quantity t (F )
the rainbow time of the graph G and denote it τRB(G), as
defined in Eq. (1).

The rainbow time has a simple and attractive interpretation,
can be directly connected to quantum computing tasks, and
is applicable to various physical models of computation. In
addition, it can be directly connected to a quantity known as
the isoperimetric number h(G) [12], sometimes also known as
the Cheeger constant, which is well-studied in graph theory
and computer science [31–33]. As we have defined it, the
rainbow time is simply τRB(G) = 1/h(G) [34]. Thus, aiming
to minimize the rainbow time (so that large entangled states
can be easily created) in a quantum architecture is equivalent
to maximizing the isoperimetric number. An “isoperimetric
set” is a vertex subset F that achieves t (F ) = τRB(G). Often,
isoperimetric numbers appear in the context of expander
graphs, which are constructed to possess large isoperimetric
numbers [35] and are used to prove important results in
complexity theory [36–38]. Intuitively, a small isoperimetric
number (large τRB) means that a graph has bottlenecks, and
a sizable subset can easily be disconnected by removing
relatively few edges. This also implies that an architecture
with large τRB is more prone to becoming disconnected due
to the failure of a small number of edges.

Even though computation of the exact rainbow time is
NP-hard for general graphs [12], it can be approximated to
within an O(

√
log N ) factor [39]. There are also efficiently

computable bounds on the rainbow time, including ones using
the eigenvalues of the graph Laplacian [12]. Furthermore,
for many specific graphs, we can evaluate the rainbow time
efficiently. In Appendix B, we have done this for the complete,
star, and grid graphs, as well as the hierarchical products and
hierarchies presented in Ref. [14]. In particular, we compare
hierarchies to d-dimensional grids and show that, for some pa-
rameters, hierarchies have lower rainbow time and lower total
edge weight than grids, making them promising architectures
for quantum computing.

VI. CREATING RAINBOW STATES

So far we have shown that rainbow time τRB serves as a
lower bound for generating maximum entanglement across
any bipartition of the system. We now examine whether this
bound can be saturated, in the sense that one can create a
rainbow state across any bipartition in time Õ(τRB). We will
show that for a general graph, there is an explicit protocol that
prepares a rainbow state in time no more than 	τRB ln |F |
 for
any bipartition where F is the smaller subset, indicating that
the bound τRB is tight up to a logarithmic factor.

We begin the proof by mapping the problem of creating
rainbow state to the MaxFlow problem in computer science
[40]. Here, we restrict our attention to quantum architectures
on graph G = (V, E ), where the edge weights are integers that
represent the number of Bell pairs that can be generated across
the edge per unit time. Suppose we are given arbitrary vertex
subsets F and K , where |F | = |K| � |V |/2, and K ⊂ F̄ . To
create a Bell state between a given pair of nodes in a single
time step, we can specify a path connecting them on the graph
G, generate Bell pairs on each edge along that path, and then
perform entanglement connection on each internal node to
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FIG. 3. An illustration of the fictitious nodes added to the isoperi-
metric set, F , and a set of equal size K (encircled by purple dashed
line), to create a flow network. The new fictitious nodes, s and t ,
appear as green triangles connected to every node in F and K ,
respectively; the original nodes and edges are pink (in F ) and blue (in
F̄ ) circles. The edges have weight one. The flow, shown by arrows,
transfers 	|F |/τRB
 = 2 units of entanglement across the bipartition.
Gray, dotted edges are not used by the flow.

convert the string of Bell pairs into one long-distance Bell
pair. We can create many distant Bell pairs in this way during
a single time step by specifying many paths. However, the set
of paths must not use any edge more often than the weight of
that edge allows for, since by definition the weight of an edge
limits the number of Bell pairs the edge can generate in a unit
time step. Thus, we can interpret the weight of each edge as its
capacity, and the collection of paths as a flow of entanglement
from F to K , as illustrated in Fig. 3. Suppose we now attach a
fictitious source node s to each node in F , and a fictitious sink
node t to every node in K . Then the problem of maximizing
the number of Bell pairs simultaneously generated between
F and K is the same as the problem of maximizing the flow
from the source s to the sink t . The latter problem is known as
MaxFlow, visualized in Fig. 3, and an explicit protocol to give
the maximum possible amount of flow can be found efficiently
via, e.g., the Ford-Fulkerson algorithm [41]. Note that if all the
edge weights are integers, a flow of maximum value exists in
which the flow carried by each edge is also an integer [42].

To demonstrate that a flow approach yields an efficient
creation of a rainbow state, we invoke the MaxFlow-MinCut
theorem, which says that the maximum flow has the same
value as the minimum cut [40]. Here, a “cut” means a bi-
partition of the graph separating s and t , and its value is the
total weight of all edges that cross the bipartition. By finding
a lower bound on the value of all possible cuts in a graph, we
show that a flow larger than or equal to this bound must exist.

Suppose that we now consider any cut of the graph into
some arbitrary pair of subsets {s} ∪ S and {t} ∪ T . The bound-
ary of this cut will consist of edges from s → T , S → t , and
S → T . Its magnitude can be written as

|Cut(S, T )| = |T ∩ F | + |S ∩ K| + |∂S|, (5)

since s and t are connected only to nodes in F and K ,
respectively, and the edges in S → T are just the boundary
of S in the original graph. To evaluate |∂S| = |∂T |, we will
assume that |S| � 1

2 |V |, meaning we can apply the isoperi-
metric condition |S| � |∂S|τRB. (If this is not the case, then a
near-identical argument can be made applying this condition
to T .) To account for cases where τRB < 1, we will write this

as |∂S| � m|S| where m = min (1, 1/τRB). We then note that

|∂S| � m|S| � m(|S ∩ F | + |S ∩ K|)
� m(|F | − |T ∩ F | + |S ∩ K|). (6)

By inserting this lower bound for |∂S| into Eq. (5), we obtain

|Cut(S, T )| � (1 − m)|T ∩ F | + (1 + m)|S ∩ K| + m|F |.
(7)

Since we know m � 1, we obtain the final bound on the cut
magnitude,

|Cut(S, T )| � m|F |. (8)

If m = 1 (i.e., τRB � 1), then it follows that the value of
the smallest cut is greater than |F |, meaning that a flow exists
of magnitude at least |F |, which creates the rainbow state in
a single round. If m < 1 (i.e., τRB > 1), then we find that a
flow exists of magnitude |F |/τRB [43]. Once |F |/τRB nodes
are entangled, they can be disconnected from s and t , and the
process repeated on a new set of nodes F1 ⊂ F . Therefore,
after n rounds of computation, the remaining set of nodes
waiting for entanglement Fn is produced by removing 1/τRB

of the nodes in set Fn−1, with F0 = F , allowing us to compute
the maximum size of Fn inductively:

|Fn| �
(

1 − 1

τRB

)
|Fn−1|

�
(

1 − 1

τRB

)n

|F | < e−n/τRB |F |. (9)

Once |Fn| < 1, the process is complete, as there are no frac-
tional nodes. It follows that 	τRB ln |F |
 rounds suffice to
complete the entangling process.

VII. OUTLOOK

In this work, we have presented a new metric for evaluating
proposed architectures for quantum computers. While we
have proven that any vertex subset F can have a rainbow
state prepared in 	τRB ln |F |
 time, test simulations on many
example small graphs suggest that flow-based algorithms can
create rainbow states in 	τRB
 time. It is thus possible that
the logarithmic factor can be removed and that the rainbow
time lower bound is fully tight and saturable. In addition,
although our argument suggests that for any bipartition of
the system, there exists a rainbow state that can be created in
	τRB ln |F |
 time, other rainbow states (where the connections
between node pairs are permuted) may take longer. It would
be interesting to upper bound the creation time of arbitrary
rainbow states using tools from classical network theory such
as routing time [44,45].

Finally, another open question is how the entanglement
capacity, used here in terms of the rainbow time, can be
applied to the analysis of quantum algorithms. While the
rainbow time is not enough to provide an upper bound on
the time-complexity of running a quantum algorithm on a
given quantum architecture, it can provide a lower bound
when the amount of entanglement required in the algorithm
is known. References [46,47] explore the question of how
entanglement grows during Shor’s algorithm and in adiabatic
quantum computing. These complement other results showing
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that low-entanglement systems can be simulated efficiently on
a classical computer [23,48]. Rainbow time can also be used
to benchmark algorithms for compilation and gate decompo-
sition of quantum circuits, by comparing their realized circuit
depth to this theoretical minimum required time.
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APPENDIX A: ENTANGLEMENT CAPACITIES
ON VARIOUS PHYSICAL MODELS

In this Appendix, we will derive the entanglement capacity
for several different physical models that can correspond to
a graph. Consider a graph, G, and select a subset of the
vertices, F . We then want to show that the maximum amount
of entanglement that can be created between F and F̄ in unit
time is proportional to the size of the boundary, |∂F |. We will
allow arbitrary constant factors, and discuss how this bound
arises in two different physical situations. As in the main text,
we consider entanglement measures S on two regions so long
as S obeys the following rules:

(1) Additively distributive over the tensor product, so
S(ρ ⊗ σ ) = S(ρ) + S(σ ) if ρ and σ are supported on both
sides of the bipartition.

(2) Zero for states which are a product of states on each
region, S(ρF ⊗ ρF̄ ) = 0.

(3) Nonincreasing after any operation which is local to
each region, even if we permit classical communication.

In the main text, we showed how to apply these axioms to
the analysis of a case in which computation was performed
by the production and consumption of Bell pairs. Here we
also look at a gate model of computation and a case in which
the graph describes the limits on a time-dependent interaction
Hamiltonian.

1. Unitaries

In this model, each graph edge of weight wi j represents
the capability to perform wi j unitaries between qubits i and

j in a time step. These unitaries are freely chosen by the
experimenter. For two qubits, the ability to apply multiple
unitaries is no different from the ability to apply an arbitrary
unitary. However, we are considering cases where the qubits
are part of a larger system, meaning we may wish to perform
unitaries in sequence on different pairs to perform a more
complicated computation.

We note that every two-qubit unitary can be performed
using two Bell pairs as a shared resource and applying local
operations. This can be easily seen in the following process:

(1) Alice and Bob start with a data qubit each and two
Bell pairs shared between them. They wish to implement an
arbitrary two-qubit unitary using only local operations and
classical control.

(2) Alice uses one Bell pair and classical communication
to teleport her qubit to Bob.

(3) Bob uses his local operations to perform the desired
two-qubit gate.

(4) Bob teleports Alice’s qubit back to her.
Therefore, the state ρ ′ can be obtained from the state ρ by

using local operations and classical communication (LOCC)
and consuming up to 2|∂F | Bell pairs in the process. Since
LOCC cannot increase S, it follows that

S(ρ ′) � S
(
ρ ⊗ ρ

⊗2|∂F |
Bell

)
(A1)

⇒ �S � 2|∂F |S(ρBell ). (A2)

This suggests that the ability to perform arbitrary unitaries is
up to twice as powerful as the ability to distribute arbitrary
Bell pairs, which makes sense, as an arbitrary two-qubit
gate cannot necessarily be performed with one Bell pair (for
instance, SWAP requires two) [20]. Two Bell pairs, however,
suffice to implement any arbitrary two-qubit unitary. In any
case, this still yields an entanglement capacity �S = O(|∂F |)
bound as desired.

2. Hamiltonians

We will now consider a case in which the graph describes a
Hamiltonian, possibly time-dependent. The graph will restrict
the strength of these Hamiltonians. If we assume that G =
(V, E ), then the Hamiltonian can be written as a sum over the
two-qubit operations:

H (t ) =
∑

(i, j)∈E

hi j (t ). (A3)

We then impose the condition

∀t : ‖hi j (t )‖ � wi j, (A4)

where wi j is the i- j edge weight. We can then apply the “small
incremental entangling” (SIE) theorem [49]. In particular, we
apply the special case used in Ref. [50] to bound the total
amount of entanglement generated by this Hamiltonian. If H
is a sum of pairwise Hamiltonians hi j acting on qubits, then
the time-rate of entanglement generation on a set F of sites is∣∣∣∣dSF

dt

∣∣∣∣ � 36 log(2)
∑

i∈F, j∈F̄

‖hi j‖. (A5)
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FIG. 4. Examples of a hierarchical product (left) and a weighted
hierarchy (right).

Here, SF is the von Neumann entropy of the reduced density
matrix on the region F . This can be derived from Eq. (3)
of Ref. [50], and specifying two-body terms and qubit sites,
but the result could be extended to qudits or general k-body
interactions. The sum over Hamiltonian norms, in the graph
context, corresponds to a sum over graph edges. Since every
Hamiltonian strength is limited by the corresponding edge
weight,

∑ ‖hi j‖ � ∑
wi j = |∂F |. Therefore, we can specif-

ically say that for this case, �SF = O(|∂F |). Many other
entanglement measures, such as entanglement of formation
or entanglement cost, can be related to the von Neumann
entropy [22]. In particular, many entanglement measures on
mixed states can be defined as a weighted sum over pure
state components; since none of the pure states can increase
dramatically in entanglement under this process, the entan-
glement measure on the mixed state is similarly limited.

APPENDIX B: APPLICATION TO HIERARCHICAL
PRODUCT AND HIERARCHIES

In this Appendix, we calculate the rainbow times for the
hierarchical products and hierarchies of Ref. [14]. A hierar-
chical product is a graph product denoted G � H in which
|G| copies of H are connected at their root (first) vertices
by the graph G. By iterating this process, we can create a
hierarchy, in which higher-level graphs connect lower-level
identical subhierarchies. We also extend this concept to that
of a weighted hierarchy, in which the edges on level i have
weight αi. We write a k-level hierarchy with a vector of
weights �α as G��αk , where G is the base graph. Finally, if
αi = αi−1, so that edge weight scales geometrically with the
level of the hierarchy, then we simply write G�αk . Some
examples are shown in fig. 4.

To calculate the rainbow time for a hierarchical product, we
make use of the result from Ref. [12] that there must exist an
isoperimetric set [a vertex set F such that τ (F ) = τRB(F )] that
is connected and whose complement F̄ is connected. There-
fore, we will look at all possible subgraphs of H1 � H2 where
both F and F̄ are connected. From these, we will search for
the one with the largest τ (F ). Since some isoperimetric set is
guaranteed to exist in this set of subgraphs, this maximization
over τ (F ) in this set will also give us τRB(H1 � H2). We will
begin by specifying three cases, illustrated in fig. 5. These
cases cover all possible subsets with the right connectedness
properties and therefore allow us to find the maximizing set
for the graph and τRB(H1 � H2).

(a) (b) (c)

FIG. 5. Three classes of subgraph used in our proof. Circles
represent vertices in F , squares are vertices in F̄ , and dashed lines
are edges in ∂F . (a) A situation in which part of one copy of H2

is in F . (b) A situation in which the division between F and F̄ lies
entirely in H1. (c) A situation in which all but one of the copies of H2

are entirely contained in F .

One such set would cover part of one copy of H2. However,
note that if the root vertex of H2 were included in F , then
we would have to include all the descendants of H2, since
otherwise F̄ would not be connected. Therefore, this class
will only include subsets of H2 which do not include the
root vertex. In this case, we must maximize over all possible
subsets of H2 to find the maximum τ (F ). This may seem like
it would yield τRB(H2); however, in this instance we can pick
subsets of H2 which make up a majority of H2, which is not
allowed for τRB. We define the unrestricted rainbow time as

uRB(G) = sup
F⊂G\G1

τ (F ). (B1)

Here, G \ G1 refers to G with its first vertex removed. There-
fore, any set from this class will offer a candidate rainbow
time of at most τ (F ) = uRB(H2).

The second class of candidate sets would cross one or more
copies of H2. Since F must be connected, the path between
these copies must be included in F , which means the root
vertices of each H2 that connect to each other via H1 must also
be in F . Then, as shown above, the entire copy of H2 must
be included. As a result, this case is equivalent to choosing
copies of H2 and either entirely including them in F or entirely
excluding them. This problem reduces to dividing up H1, and
then calculating as if each vertex had an effective volume of
|H1|. Therefore, we can find the maximum τ (F ) of these sets
by simply finding τRB(H1) and scaling it by |H2|.

The final class of sets F which meets the connectedness
criteria would be an F which includes all of H1 and then all but
one copy of H2 completely, with perhaps some of the remain-
ing H2 also included. However, this F would necessarily be
larger than half of the total graph H1 � H2, and therefore we
can discard it as a candidate set for determining the rainbow
time. We combine the first two options and conclude that

τRB(H1 � H2) = max [uRB(H2), |H2|τRB(H1)]. (B2)

We now seek to apply this to hierarchies G��αk . Just as
before, if a vertex is included in F , then we must also include
in F all its descendants in the hierarchy; otherwise, the com-
plement F̄ will not be connected. Therefore, all bipartitions
can be reduced to choosing a particular level of the hierarchy
to cut—on that level, either a vertex will be included or not
included, and this must apply to all of its descendants as well.
Every bipartition can then be mapped to a bipartition of G, but
one where every vertex is scaled by |G|i−1 due to the size of
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each subhierarchy [note that the large number of vertices not
in F do not contribute to τ (F )]. In addition, τ (F ) must also
be modified by the edge weight, which we define to be αi on
level i.

There is one important difference between the top (kth)
level and all others, which arises from the constraint that
|F | � 1

2 |G��αk|. A cut on the top level must not include more
than half of the highest-level copy of G, while all lower levels
can use any cut at all as long as it does not include the
root vertex. Whatever level we cut, the cut depends only on
the base graph G, with each node standing for |G|i−1 total
nodes below it. Therefore, we can write the overall τRB as a
maximization over these options:

τRB(G��αk ) = max

(
|G|k−1

αk
τRB(G), sup

i<k

|G|i−1

αi
uRB(G)

)
.

(B3)

For specificity, we will evaluate the case where G = Kn,
the complete graph, and αi = αi−1, which was proposed in
Ref. [14] as an architecture. Here, the maximization over
lower levels [the second term in Eq. (B3)] can be reduced to
either to the first level or the k − 1 level, since we simply have
to pick the largest element in a geometric sequence defined
by n/α. We can write the resulting maximization as a choice
between three options,

τRB
(
K�αk

n

) = max

[
1,

( n

α

)k−1 2

n
,

( n

α

)k−2
]
. (B4)

Whereas one might have expected two options to arise (cut
at the top or at the bottom), we actually have three. For α >

n, the edges grow in capacity too quickly for the increased
volume to make a higher-level cut worthwhile, so the optimal
cut is at the bottom, yielding a constant scaling with n. Two
other options appear at n > α, where cutting higher up the
hierarchy allows for greater volume of qubits in F without too
much penalty caused by changing edge weights. The reason
there are two strategies is that it may be possible to cut a larger
portion of a lower hierarchy and exploit the split between τRB

and uRB. [For Kn, in particular, the cut that includes all but the
root vertex satisfies uRB(Kn).]

TABLE I. Important statistics for graphs. Here, only the asymp-
totic scaling with N is written. In addition to the rainbow time τRB

for each graph, we also include the total weight of all edges w,
and the maximum graph degree �. Rainbow times for graphs other
than hierarchies can be found in terms of isoperimetric number in
Refs. [12,32].

Graph Name τRB w �

KN N−1 N2 N
SN 1 N N
d-dimensional Grid N1/d N 2d
K�αk

n Nmax(0,1−logn α) Nmax(1,logn α) logn N

To place these results in context, we compare the rainbow
time of K�αk

n to the total rainbow time of other graphs. To
do this, we write the rainbow time in terms of the total
number of qubits in a graph, N , and concern ourself with the
overall scaling. For the purpose of comparison, we consider
hierarchies where the number of levels scale logarithmically
as k = logn N , while α, n are constant parameters independent
of N . In this language, τRB(K�αk

n ) = 	(Nmax (0,1−logn α) ). We
compare this to the rainbow time of some other graphs in
Table I. References [12,32] give the isoperimetric number
for KN , SN (the star graph of N nodes) and grids (which are
Cartesian products of paths). Satisfying sets for these graphs
are: for KN and SN , an arbitrary half of the nodes; for grids,
a hypercube placed in one corner that takes up half the total
volume.

One goal would be to identify a set of parameters where
a hierarchy outperforms a d-dimensional grid architecture.
We are most concerned with comparing to the d-dimensional
grid because the other candidates we present, KN and SN ,
both have very large degree, making them impractical for
scalable architectures, although both have been used for small
quantum devices [10]. We find that the rainbow time of the
hierarchy with base graph Kn and scaling constant α will
be better (smaller) than that of the grid if α > n(d−1)/d . If it
also holds that n > α, then the hierarchy will accomplish this
with a total edge weight scaling identically as the grid. It is
possible to achieve a smaller prefactor in this scaling under a
suitable choice of n, α; for example, when d = 2, the choice
of n = 3, 4 and α = n1−1/d gives lower total edge weight for
the hierarchy than the grid. We conclude that a hierarchy K�αk

n
with α ∈ [n1−1/d , n) has both lower rainbow time and lower
total edge weight than a d-dimensional grid of qubits.
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1 Introduction

In recent years, the techniques and intuitions from quantum information-theory have proven

to be immensely helpful in the study of many-body quantum systems. The entanglement

structure of the low energy states of local Hamiltonians is a key concept in simulating

lattice systems in condensed matter, the study of order parameters in phase-transitions,

and constructing renormalization monotones in relativistic quantum field theories.

The renormalization group (RG) flow is the process in which one integrates out the

ultraviolet (UV) high energy degrees of freedom, and compensates for them by adjusting

the coupling constants such that the low energy physics is unchanged. Since the information

about the UV modes are washed out, one might expect that the RG flow is irreversible.

RG monotones are functions that reflect this irreversability as they change monotonically

under the flow.

The study of RG monotones in relativistic quantum field theory (QFT) was started

by the seminal work of Zamolodchikov [1], where he showed that the two point function

of stress tensor in 2d QFT is a monotonic function of scale. In four dimensions, it was

conjectured by Cardy in [2], and later proved in [3], that the a-anomaly term is an RG

monotone. In two and three dimensions, the strong subadditivity (SSA) of entropy was

used to show that there are universal terms in the entanglement entropy of vacuum in QFT

reduced to a ball-shaped region that are RG monotones [4]. At the moment, the approaches

to construct RG monotones seem to depend on the dimensionality of the spacetime, and a

framework that works for all dimensions is missing.

– 1 –
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In field theory, scaling is a unitary operation that allows us to compare the reduced

density matrices on subsystems of different size. In this paper, we use scaling and the re-

covery maps of quantum information theory to quantify the amount of long-range quantum

correlations at a scale. As a crucial step, we show that the Markov property of the vacuum

of a conformal field theory implies that the vacuum state reduced to a null cone can be

recovered perfectly from its subregions using both maps. We define the entanglement of

scaling and the entanglement of recovery as two measures whose first derivative quantifies

the long-range entanglement.1 Both of these functions increase monotonically under the

RG flow. In some relativistic theories the entanglement of scaling can be infinite; however,

we expect that the entanglement of recovery to remain finite. Our monotonic functions

are generalizations of the 2d and 3d entanglement monotones to higher dimensions. They

provide a unifying information-theoretic approach to RG monotones in various dimensions.

Furthermore, it points to a connection between recovery maps in quantum information the-

ory and the RG transformation of states that goes beyond the construction of monotones.2

We start by reviewing some notions and tools in quantum information theory.

1.1 Measuring asymmetry

Consider a many-body finite quantum system split into n non-overlapping regions A1 to

An, with isomorphic Hilbert spaces on Ai. The relabeling of the subsystem index i is a

unitary operation in the global Hilbert space: ⊗ni=1Hi. A simple example of such a unitary

is the translation defined by i→ i+ 1 mod n:

U =
∑
a1···an

|a2 · · · ana1〉〈a1 · · · an|,

where {ai} is the basis that spans Hi. The density matrix ρi on Ai is mapped to Ai+1 with

the local unitary

ρi+1 = E(ρi) = U †i ρiUi

Ui =
∑

ai,ai+1

|ai+1〉〈ai|. (1.1)

If the transformation sends a subsystem A to Ã, and the state is asymmetric under this

transformation, some information about ρA will be lost. The relative entropy S(ρÃ‖E(ρA))

is a measure of the amount of information in ρA that is lost. It is non-negative, and vanishes

if and only if ρA is symmetric under the transformation.

1.2 Measuring non-Markovianity

Imagine that we are probing the global state with detectors that are localized in A1A2. The

von Neumann entropy S(ρ12) is a measure of the amount of quantum information ρ12 is

missing about a pure global state. If we made a larger detector that allows us access to the

1Intuitively, we think of the entanglement of scaling to be a generalization the measure introduced in [22]

to general non-relativistic field theories.
2While this manuscript was in preparation, the papers [5, 6] appeared, which have overlaps with some

results presented here.
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region A1A2A3, then the new detector teaches us S(A3|A1A2) more qubits of information.

The quantity S(A|A′) ≡ S(AA′) − S(A) is the conditional entropy. Another way to gain

more information is by moving our detectors to adjacent sites A2A3. This gives us access

to both ρ12 and ρ23; however, we are still missing the long-range correlations between A1

and A3. We would like to quantify the amount of quantum information (“entanglement”)

about in ρ123 that is neither in ρ12 nor in ρ23. Naively, one can say that by moving the

detector we have learned S(A3|A2) but there are still

I(A1 : A3|A2) ≡ S(A3|A1A2)− S(A3|A2) (1.2)

more qubits in ρ123 that we are missing. This quantity is the conditional mutual information

(CMI), and is non-negative by the SSA inequality [7].

A careful study of the operational question of how well can one guess ρ123 from the

knowledge of ρ12 and ρ23 (the marginals) suggests that this naive estimate (CMI) is, indeed,

a good measure of the amount of long-range entanglement. This can be seen from the two

arguments below:

1. Statistical physicist’s prescription for the best guess is to consider the set of all

consistent global states C; that is all φ123 with φ12 = ρ12 and φ23 = ρ23. The best

guess is a state φ123 in this set, which has the largest entropy [8]. It follows from the

consistency condition that the entropy of the best guess is the CMI:

sup
φ123∈C

S(φ123) = I(A1 : A3|A2). (1.3)

2. Quantum information theorist’s approach is to look at recovery maps. If a state has

zero CMI, it can be reconstructed perfectly from its marginals. Such states are called

quantum Markov states, and satisfy the following property:

log φ123 = log φ12 + log φ23 − log φ2. (1.4)

The Markov state has no genuine long-range quantum correlations. All the correla-

tions between A1 and A3 is classical and conditioned on A2 [9]. Furthermore, when

the CMI is small one can use universal recovery maps to reconstruct the global state

with high fidelity [10, 11]. The CMI provides an upper bound on the fidelity distance

of the recovered state. In fact, if we do not require the recovery map to be a quantum

channel one can write down the explicit map

ρrecov = elog ρ12+log ρ23−log ρ2/Z, (1.5)

that is hardly distinguishable from the global state:

S(ρ123|ρrecov) ≤ I(A1 : A3|A2). (1.6)

Here Z is the normalization of the state. The inequality above is satisfied trivially

because Z ≤ 1 [12].
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In our n-partite A1 to An example, if the state ρ123 is Markovian one can recover it

perfectly from ρ12 and ρ23, move the detector to the an adjacent site, and try to recover ρ1234

fromρ123 and ρ34. This can be iterated to reconstruct ρ1...m for any m < n. If the state is

recovered perfectly at each step, the global state is called a Quantum Markov chain [13, 14].

A quantum Markov chain found from adjacent local density matrices of size r has the form

log ρ1··· ,m+r = log ρm··· ,m+r +

m∑
k=1

(log ρk··· ,k+r−1 − log ρk+1··· ,k+r−1). (1.7)

In our terminology, these Markov states have no entanglement at any scale larger than r.

Intuitively, a quantum Markov chain is scale-invariant, in the sense that all the infor-

mation in a density matrix of size R can be recovered perfectly from subsystems of size

r < R. This suggests that quantum Markov states should appear naturally as the fixed

points of the renormalization group flow.

2 Entanglement of scaling

The states of a quantum field theory are wavefucntionals of fields: Ψ(φ(x)). The trans-

formations f : xµ 7→ xµ + ξµ (diffeomorphisms) are the generalization of the relabeling

operation in finite systems to the continuum limit. Analogously, diffeomorphisms act on

the global state as unitary operators: |ψ̃〉 = ei
∫
dΣµξνTµν |ψ〉, where Σ is the spacelike sur-

face where the state lives, and Tµν is the stress tensor. If we split the degrees of freedom

into a subregion A and the complement, then the unitary operator that maps the reduced

state on A to the reduced state to Ã is:

U =

∫
[Dφ]g|(f−1)∗φ〉〈φ| (2.1)

where (f−1)∗ is the pull-back of functions from A to Ã [15].

A familiar example of such diffeomorphisms is the generalization of translations in finite

systems to the continuum limit. In quantum field theory, the translations are described by

the unitaries U = eia
µPµ which map ρA to ρ̃Ã:

〈φa(x∈A)|ρA,g|φb(x ∈ A)〉 = 〈(f−1)∗φa|ρÃ,g̃|(f
−1)∗φb〉,

where g̃ = (f−1)∗g is the transformed metric. If the translation is a symmetry of the back-

ground metric, and the state then the density matrix changes only by a unitary rotation.

In the remainder of this work, we will be interested in how local Dilatations acts on

null cones. In polar coordinates, this maps f : (t, r) 7→ (eλ(Ω)t, eλ(Ω)r), and leaves the

perpendicular directions Ω untouched; see figure 1. Take a ball on the time slice t = R

centered at r = 0. The boundary of this ball is on the null cone defined by r − t = 0. The

dilatation f with constant λ rescales the size of the ball from R to eλR, and moves it from

t = R to t = eλR. The metric transforms by an overall conformal factor: g̃ = e2λg. If the

state is scale-invariant, for instance the vacuum of a scale-invariant theory, one can ignore
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(a) (b)

t t

r
x

y

R

⇠a
⇠b

⇠a ⇠b

Figure 1. (a) Dilatataions that deform the boundary of ball at t = R, and act locally at particular

angular variables Ωa and Ωb (b) Translations in the null direction that act locally in x coordinates.

the change of the metric, and the state remains unchanged up to a unitary. To simplify

the notation, we denote the unitarily scaled density matrix from R to R′ by

ρ̃R′ ≡ E(ρR) = U †ρRU, (2.2)

where R′ has been suppressed in the notation, and will be clear from the context.

We are interested in a quantum field theory that is a deformation of a scale-invariant

theory by a relevant operator of scaling dimension ∆ < d

SQFT = Sscale−inv + λ0

∫
ddxO(x), (2.3)

where λ0 = µ∆−dg0 is the dimensionful coupling at the UV length scale µ. Diffeomorphism

invariance allows us to compare ρR, the reduced states on a ball of size R, to a smaller ball

ρr rescaled back to R. In the UV (r/µ� 1), the state ρr can be approximated well by the

scale-invariant vacuum state which transforms trivially under rescaling E . In essence, the

entanglement of scaling compares the reduced density matrix of a QFT to that of its ultra-

violet fixed point. with corrections proportional to the coupling λ0. The modular operator

of ρr can be computed in the conformal perturbation theory. It remains local in spacetime,

to the first order in λ0. The relative entropy S(ρR‖E(ρr)) is a measure of the amount of

distinguishability lost under the dilatation. We define the entanglement of scaling to be

Ssc(ρR) = lim
r→0

S(ρR‖E(ρr)). (2.4)

The entanglement of scaling is, by definition, non-negative. Similar to the entangle-

ment entropy, the entanglement of scaling is invariant under any unitary operations:

Ssc(ρ) = Ssc(U †ρU).

In essence, the relative entropy above compares the reduced density matrix of quantum

field theory with that of its fixed point which was proposed as a C-function in relativistic

quantum field theories in [22]. As the authors of [22] have discussed, this measure can be

divergent in relativistic QFT for deformations that are not relevant enough.
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3 Markov states in QFT

Take a quantum field theory density matrix ρR. If it is a quantum Markov state,3 it can be

perfectly recovered from its smaller marginals ρr, for any r < R. This suggests that there

is no new physics at any length scale in between the r and R. In other words, it is scale-

invariant in that range. One might expect that the CFT vacuum reduced to ball-shaped

regions are quantum Markov states. In this section, we show that this intuition is indeed

correct.

Start with a ball-shaped region A in a CFT vacuum state, and make two geometric

deformations fa and fb. The state will be Markovian if the CMI I(δAa, δbA|A) vanishes

for any finite size deformation. This quantity was computed in a perturbation theory in

small deformations by [16]. They find the CMI to be

I(δAa; δAb|A) = δAīaδA
(j)
b

2π2CT
(d+ 1)R2

ηīj

|Ωa − Ωb|2(d−1)
, (3.1)

where ηīj and δA
(i)
a and δA

(j)
b are, respectively, the metric and the area elements in the

t, r directions, and CT is the coefficient in the two-point function of the stress tensor. For

a generic deformation, this CMI is non-zero. However, if we take the deformed ball to be

on a null cone, that is ξ = ξu(Ω)∂u, the CMI is proportional to ηuu which is zero in flat

space. This leaves the possibility that for null deformations the vacuum state is Markovian.

This was recently proved to be case in [5]. Here, we explore the Markov property from an

intuitive tensor network point of view using the method of the Euclidean path-integrals.

In fact, it is pedagogical to start with a simpler example:

Ex. 1: QFT vacuum on half-space. As the first example, we show that the QFT

vacuum in flat space reduced to a half-space is a quantum Markov state with respect to

null deformations; see figure 1. Consider the vacuum of a d > 2 dimensional QFT in flat

space ds2 = dudv + dx2 + dzidz
i, with u = y + t and v = y − t the null directions. We

reduce the state to the region A, the y > 0 half-space. The modular operator of this region,

KA ≡ − log ρA, is local [17]. On the null surface v = 0, it has the form

KA ≡ − log ρA =

∫
dxKx

Kx =

∫
dd−3z

∫ ∞
0

du uTuu(x). (3.2)

In Euclidean QFT, the density matrix ρA is represented by a path-integral on Rd, with

boundary conditions above and below A in the Euclidean time; i.e. (τE = 0±, y > 0) [18].

One can split the x direction into n slabs Ai = (xi, xi+1), and insert the resolutions of

identity in between slabs; see figure 2:

ρ =

∫ N∏
i=1

[Dφi] ρi(φi, φi+1),

ρi(φi, φi+1) = 〈φi|ρi|φi+1〉. (3.3)

3In the remainder of this paper, we use the words Markov chain and Markov states synonymously.
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⌧E

x

(a) (b)

Ii

xi xi+1

y

Ii @I+

@I�

Figure 2. (a) Partitioning the Euclidean path-integral into slabs in the x directions (b) The path-

integral over each slab has five boundaries. Two boundaries at xi and xi+1, two at ∂I+ and ∂I−

where the state lives, and one infinitesimal cylinder cut around the origin at y = τE = 0.

Here, ρi(φi, φi+1) is an operator (transfer matrix) that acts only on the subsystem Ai.

Intuitively, one can think of the expression in (3.8) as a matrix product operator in the x

direction; see figure 4.

We apply a diffeomorphism that is non-zero only at Aa and Ab, and deforms A to

Ã = A + δaA + δbA. The density matrix of Ã is given by ρÃ,η = U †ρA,gU , where gµν =

∂µξν + ∂νξµ + ∂µξα∂νξ
α, and η is the flat metric [15]. We take f to be a translation in a

null direction localized on two slabs Ia and Ib:

fa : u 7→ u+ λf(xa), (3.4)

with f(xa) a function that has a peak at the center of Aa, and goes to zero on the boundaries

of Ia at xa and xa+1.4 The flat metric changes by gxv = ∂xξv = λ∂xf(xa), which is nonzero

only inside the slab Ia and vanishes on the boundaries ∂Ia. Partitioning the path-integral

of ρ̃Ã according to (3.3) and comparing with ρA, only the transfer matrices ρa and ρb have

changed. Let us focus on the matrix elements of one of these operators, ρ̃a:

〈φ1(∂I−a )|ρ̃a(φa, φa+1)|φ2(∂I+
a )〉 =

∫ φ(xa+1)=φa+1,φ(∂I+a )=φ2

φ(xa)=φa,φ(∂I−a )=φ1
[Dφ]e−S[φ,g], (3.5)

where ∂I±a are the boundaries at x ∈ Aa and τE = 0±; see figure 2. The path-integral

above is on Ia that has five boundaries in the Euclidean Rd+1. Two boundaries at x = xa,

x = xa+1, two boundaries at ∂I+
a and ∂I−a , and a fifth boundary at y2 + τ2

E = ε which is a

small cylinder cut around y = τE = 0.

The only difference between the path-integrals for ρ̃a and ρa is in the metric that goes

into the action. We Taylor expand the action around the flat space

S[φ, g] = exp

(∫
Ia

∂µξν
δ

δgµν

)
S[φ, η] = exp

(
−
∫
Ia

ξν∂µ
δ

δgµν
+

∫
∂Ia

dΣµξν
δ

δgµν

)
S[φ, η],

(3.6)

4One might worry about the fact that the function f is not infinitely differentiable. We will be ignorant

of such subtleties here.
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Figure 3. (a) The density matrix of the half-space on a null sheet factorizes in free field theory

(b) a shape deformation on the null sheet at point x = a corresponds to acting with unitaries Ua.

where we have used the integration by parts, and dΣµ is the normal to the boundary ∂Ia.

The term with the integral over Ia vanishes, due to the fact that ∂ν
δ

δgνµS[φ, g] = ∂νT
µν ,

which is identically zero.

The change in the metric under the diffemorphism by fa is in the gux component,

and since ξµ has only u components, only the two boundaries at constant x contribute

to (3.6). However, we chose ξ to vanish on these boundaries; therefore S[φ, g] on Ia can be

replaced with its flat space value S[φ, η]. Hence, the transfer matrices in the partitioned

path-integral in (3.3) do not change:

ρ̃a(φa, φa+1) = ρa(φa, φa+1). (3.7)

Hence, there is a unitary that rotates the overall density matrix ρA to ρ̃Ã:

ρ̃Ã = (I⊗ U †a ⊗ U
†
b )ρA(I⊗ Ua ⊗ Ub) . (3.8)

This unitary operator is Ua(x) = eiαQa where Qa =
∫
du Tuu(a) is the average null energy

operator.

In the null quantization of free field theory, the vacuum state is the zero eigenvector

of the null momentum Pu. Furthermore, we know that this state is a tensor product of the

vacuua of the Qx:

|Ω〉 = ⊗x|Ωx〉, Qx|Ωx〉 = 0 . (3.9)

This means that the reduced density matrix of half-space is also a tensor product

ρ = ⊗xρx = ⊗xe−2πKx (3.10)

where ρx is the vacuum density matrix on the half-space found from the ground state |Ωx〉.
There is no entanglement between ρx and ρx′ and the matrix product operator is of the

form in figure 3. It is clear that applying the unitaries Ua and Ub only changes the matrices

ρa and ρb and cannot create entanglement. Therefore, it is trivially true in free theory that

KÃ = K + (U †aKaUa −Ka) + (U †bKbUb −Kb).

The two-dimensional Poincare group gives us the commutation relation

[Kx, Qa] = −iQaδ(x− a) . (3.11)
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Figure 4. (a) The density matrix of the half-space on a null sheet factorizes in interacting theories

is entangled in the x direction (b) a shape deformation on the null sheet at point x = a corresponds

to acting with unitaries Ua.

which results in a resummation of the Baker-Campbell-Hausdorff expansion:

U †xe
−2πKxUx = e−2π(Kx−αQx) . (3.12)

As a result, the modular Hamiltonian of the deformed region is

KÃ = KA − α(Qa −Qb) . (3.13)

This is the Markov property of vacuum in free field theory as was originally argued for

in [19].

In a general interacting theory the vacuum state is the zero eigenvector of Qx smoothed

in the x direction. However, we expect Qx with no smoothing to have no normalizable zero

eigenvector.5 This is reflected in the fact that the vacuum state is entangled across cuts of

constant x. The matrix product operator representation of the vacuum density matrix is

schematically drawn in figure 4. The density matrix is still

ρA = e−2πK1e−2πK2 · · · e−2πKn (3.14)

which is not a product state. It has been argued in [5] that the commutator

[Kx, Qa] = −iQaδ(x− a) . (3.15)

remains unmodified in interacting theories. One can commute the operators eiαQx with

e−2πKx′ and finds the same expression for the modular Hamiltonian as in the free theory:

KÃ = KA − α(Qa −Qb), (3.16)

which is the Markov property of the vacuum density matrix on a null sheet.

5We thank Juan Maldacena for pointing this out to us.
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Ex. 2: CFT vacuum on a null cone. There is a conformal transformation that maps

the causal development of a half-space A to the causal development of a ball B [17]. If

KA and KB are, respectively, the modular operators of subsystems A and B, there exists

a unitary such that KB = U †KAU . Under this conformal transformation, the deformed

half-space A+δaA is mapped to a deformed ball B+δaB; see figure 1. Deformations on the

null surface in A are sent to deformations of B on the null-cone. The equation (3.13) with

Ã continues to hold for the vacuum of a CFT in arbitrary dimensions with Ã a deformation

of the ball on the null cone that is its causal development. As a result, the vacuum of a

d-dimensional CFT is a quantum Markov state with respect to deformations on a null cone.

In 2d CFTs, any state that is a descendant of vacuum with arbitrary time-dependence

is related to vacuum by a conformal transformation, and remains a quantum Markov state.

It is straightforward to check that SSA is saturated in these states from the expressions

in [20].6

Near Markov states. Before applying the SSA inequality to the states of a quantum

field theory, we would like to have an analogue of CMI that is insensitive to the ultraviolet

details. We replace the entanglement entropies in CMI with the entanglement of scaling:

Isc(A1 : A3|A2) ≡ Ssc(ρ12) + Ssc(ρ23)− Ssc(ρ2)− Ssc(ρ123)

= IρR(A1 : A3|A2)− lim
r→0

Iρr(A1 : A3|A2)

= I(A1 : A3|A2) ≥ 0, (3.17)

where we have used the fact that the UV CFT state is Markovian. Note that in relativistic

quantum field theory there is no guarantee that this quantity remains finite term by term.

4 Entanglement at a scale

In this section, for simplicity we restrict to vacuum state of QFTs in flat space.7 The goal is

to find an information-theoretic measure that quantifies the entanglement at a scale that is

insensitive to the UV and has an operational interpretation. A measure of entanglement at

scale R is a function that ρR and its derivatives ∂mR ρR. Here, we compare three candidate

measures that appear natural from an information-theory point of view:

1. The obvious candidate is the relative entropy S(ρR+δR|E(ρR)). This quantity vanishes

at the first order in δR, due to the smoothness of relative entropy. At the second

order, it becomes the quantum Fisher information which is a metric in the space of

density matrices:

S(ρR+δR|ρR) = (δR)2〈δRρ, δRρ〉R +O((δR)3).

It is finite, non-negative at any R, and vanishes in CFTs. It is a metric, and hence

satisfies the triangle inequality. Quantum Fisher information has an interpretation

in terms of distinguishability, as it is the variation of a relative entropy.

6We thank Matthew Roberts for pointing this out to us.
7The generalization of the measures introduced here to arbitrary states requires minor, but straightfor-

ward modifications.
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2. The second candidate is the derivative ∂RSsc(ρR). It is finite, and non-negative at

any R (see the supplementary material for a proof):

∂RSsc(R) ≥ 0. (4.1)

This quantity is expected to be insensitive to the UV details, and has the benefit

that its integral, Ssc, resembles a smoothed-out version of SUV − SIR. However, in

relativistic field theory it diverges for deformations that are not relevant enough.

3. The third candidate, the information-theorist’s favorite, is based on recovery maps

and SSA. The task is to quantify how well one can recover the state ρR+δR from the

knowledge of all balls of size R within the causal development of ρR+δR. That is to

say, we want to build a ball of size R+δR from the iteration of a recovery map which

acts on balls of size R. One way to do this was introduced in [4]. Take two balls

with boundaries on a null cone. As we bring the balls close in the angular directions

on the cone,the distance between δaA and δbA tends to R. the CMI measures the

entanglement at scale R. To obtain the larger ρR+δR we have to apply the recovery

map many times following [4], and add up the CMI contributions at each step. The

total sum of the CMI we obtain as we repeat this recipe is the quantity that we define

to be the derivative of the entanglement of recovery

∂RSrec(ρR) ≡
(
(d− 3)∂R +R∂2

R

)
Ssc(R) ≥ 0. (4.2)

It is a measure of the entanglement in the vacuum of QFTs at the scale R, that has

an operational interpretation in terms of recovery. It vanishes in a CFT vacuum.

Integrating this quantity from the UV to the scale R we obtain

Srec(R) = (d− 2−R∂R)Ssc(ρR). (4.3)

5 Renormalization monotones

We are encouraged by [21] to look for an RG monotone in arbitrary dimensions that has

the following properties

1. It is a finite dimensionless quantity, and regularization independent.

2. It decreases monotonically along the flow.

3. If the flow ends in an IR fixed point, the value of the function can only depend on

quantities that are intrinsic to the UV and IR fixed points.

We expect both the entanglement of scaling and the entanglement of recovery to satisfy

the first property in non-relativistic examples. In relativistic theories, the conditions under

which they remain finite is unclear to us and deserves further study. Both measures satisfy

the second criterion:

∂RSsc(R) ≥ 0

∂RSrec(R) ≥ 0. (5.1)
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In all the known examples in 2d and 3d they also satisfy the third criterion. It is unclear

to us, whether this continues to be the case in all dimensions.

In 2d and 3d they do indeed reduce to all the known monotones. The entanglement

of scaling, Ssc(R), is a smoothed version of the RG monotone defined in [22], which is

the relative entropy of vacuua in two different CFTs. While intuitive, the smoothness of

Ssc(R) deserves further investigation. We believe that studying the entanglement of scaling

in more detail can shed light on the UV divergences in the quantity in [22] for the particular

range of the deformation scaling dimensions ∆ > (d+ 2)/2.

The entanglement of recovery, Srec(R), is a smoothed version of the entanglement

monotones in 2d and 3d introduced in [4] generalized to arbitrary dimension. As this

work was in its final stages, we learned about the work in [6] that generalizes the previous

entanglement proof to the a-theorem in four dimensions. It is of great interest to relate

the entanglement of recovery to other known quantities of CFTs in d > 4.

6 Conclusions

In this work, we studied a connection between recovery maps in quantum information the-

ory, and the renormalization group flow in quantum field theories. Applying information-

theoretic tools, and taking advantage of the diffeomorphism invariance of QFT, we con-

structed candidate functions for the entanglement at a scale. Two new entanglement mea-

sures intrinsic to the continuum limit, the entanglement of scaling and the entanglement of

recovery were defined. They are built such that their first derivatives in scale quantifies the

amount of entanglement at scale. However, the more natural quantity from the point of

view of the recovery maps is the entanglement of recovery. Both quantities are monotonic

under a change of scale. A better understanding of the RG monotones in higher dimensions

can be achieved by studying these quantities and relating them to the properties of the IR

scale-invariant fixed point.

It is tempting to rewrite the entanglement of scaling in the language of the algebraic

QFT as

lim
λ→0
〈Ω|∆

Ω,U†λΩUλ
|Ω〉, (6.1)

and avoid referring to the density matrix. Here, |Ω〉 is the state of a QFT, and ∆Ω,Ω′ is the

relative modular operator of the two states with respect to a region, and Uλ generates dilata-

tion by factor λ. We postpone a further investigation of this, and potential connections be-

tween the entanglement of scaling and the renormalized entanglement entropy [23] to future

work. Furthermore, since our approach views RG as an operation on a QFT state, the RG

monotones we find characterize a particular flow from the UV to the IR. An interesting ques-

tion to explore is whether this quantity can be read off, directly from a CFT Hilbert space.
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A The entanglement of scaling is monotonic

We are interested in the derivative:

lim
µ→0

∂RS(ρR‖E(ρµ)) ≥ 0. (A.1)

We start by proving that the operations, E and N commute: N (E(ρ)) = E(N (ρ)).

Split the system in two parts: the part that is traced out A, and the remaining part B.

The matrix elements of E(trAρ) are∫
[Dψ]A 〈ψA(f−1)∗φ+

B|ρ|ψA(f−1)∗φ−B〉. (A.2)

After a change of variables this is equal to∫
[D(f−1)∗ψ]A 〈(f−1)∗ψA(f−1)∗φ+

B|ρ|(f
−1)∗ψA(f−1)∗φ−B〉.

which is nothing but trAE(ρ).

Relative entropy is monotonic under a partial trace: NR→R−δR. We have

S (ρR‖E(ρµ)) ≥ S (N (ρR)‖NE(ρµ)) = S (N (ρR)‖E(N (ρµ)))

= S(ρR−δR‖E(ρµ) + µE(δρµ)) (A.3)

Taking the limit µ→ 0 we establish that

∂RSsc(R) ≥ 0. (A.4)
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1 Introduction

We better understand quantum gravity every time we learn quantum information theoretic

properties of holographic CFT states. This is the spirit of the “Geometry from Entangle-

ment” slogan [1, 2], and it has been borne out in numerous discoveries. At the heart of

these quantum information properties is the entanglement structure of the holographic

CFT state. Know the structure explicitly, and you can in principle compute whatever

quantum information property you want.

Hence it has been of great interest to probe this structure in any way tractable. Perhaps

the most famous probe is a region’s von Neumann entropy, whose bulk dual is simply the

area divided by 4GN of the minimal-area codimension-2 surface anchored to the boundary

of the region [3, 4]. This is the Ryu-Takayanagi (RT) formula. It is well-known that the

RT formula places strong constraints on the entanglement structure of the CFT state [5].

That said, the von Neumann entropy is a rather coarse measure of entanglement.

It works well to quantify entanglement in a bipartite pure state, but doesn’t capture all

the information about entanglement structure for bipartite mixed states or multipartite

states. Hence there is much less known about the multipartite structure of entanglement

in holography, owing both to the fact that there have been fewer probes of it and that it

is much harder to quantify (although there has been limited progress [6]).

It was in this context that a particularly powerful conjecture, which we call the

“Mostly-Bipartite Conjecture” (MBC), was made by Cui et al. in [7]. We state this con-

jecture in detail now, as we understand it.

Mostly-bipartite conjecture of [7]. Consider a state of a holographic CFT with a

gravitational dual well-described by semiclassical gravity. Let c ∼ 1
GN

represent its cen-

tral charge. Given CFT subregions A,B, and C with Hilbert spaces that each admit the

decomposition HX = HX1 ⊗HX2 ⊗HX3, the quantum state is “close” to the form

|ψ〉ABC = UA UB UC |ψ1〉A1B1
|ψ2〉A2 C1

|ψ3〉B2 C2
|ψ̃〉A3B3 C3

(1.1)

– 1 –
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Figure 1. The entanglement wedge of boundary subregion AB is shaded blue, while the com-

plementary entanglement wedge, corresponding to boundary subregion C, is shaded red. The RT

surface is γAB (solid line), and the minimal cross section of the entanglement wedge is EW (A : B)

(dashed line).

in the GN → 0 limit, where we demand that |ψ̃〉A3B3 C3
is ‘small’ in the sense that its

entropies are subleading in GN ,

S(A3), S(B3), S(C3) ∼ O(1) , (1.2)

while

S(A1) = S(B1) ≈
I(A : B)

2
, (1.3)

S(A2) = S(C1) ≈
I(A : C)

2
, (1.4)

S(B2) = S(C2) ≈
I(B : C)

2
, (1.5)

where the “≈” symbol means at O( 1
GN

), and the mutual information is defined as I(A :

B) ≡ S(A) + S(B)− S(AB).

We will refer to this conjectured state (1.1) as the “MBC state” from now on. We

place quotes around “close” because it is not specified in what sense the states should be

close. As we discuss in detail below, we will take this to mean close in natural distance

measures usually applied to quantum states.

The motivation for this conjecture comes from the bit threads paradigm, in which Cui

et al. found that an optimal bit thread configuration with the above bipartite structure

exists. Moreover, this simple entanglement structure is realized by random stabilizer tensor

networks (RSTNs), which are simple toy models of holography in which the RT formula is

satisfied [8, 9].

Our goal is to argue that this entanglement structure is inconsistent with two other

conjectured properties of AdS/CFT. Both of these other conjectures relate the so-called

“minimal entanglement wedge cross section” EW (A : B), of any two CFT subregions A

and B, to information theoretic quantities of the CFT. We review these quantities in detail

later, though see figure 1 for a quick visual. In the paper [10], the authors conjectured that

– 2 –
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EW (A : B) equals one half a quantity called the reflected entropy, SR(A : B). The evidence

for this conjecture is very strong, and we review it later. In the papers [11, 12], the authors

conjectured that EW (A : B) equals a quantity called the entanglement of purification,

EP (A : B). There is also good evidence for this conjecture [13–15]. We shall refer to these

as the SR and EP conjectures respectively.

Both SR and EP are more sensitive probes of multipartite entanglement than the von

Neumann entropy is. It is this fact that places the SR and EP conjectures in tension with

the MBC. Notably, our argument only works if either the SR or EP conjecture is true. This

is because directly computing SR and EP is difficult, so we use their respective conjectures

to compute them using the bulk.

The argument. In detail, our argument proceeds in two steps. First, we compute the

reflected entropy and entanglement of purification of the state (1.1) and find that SR equals

the mutual information — and EP half the mutual information — at leading order, O( 1
GN

).

This is not true of holographic states, if either the SR or EP conjecture is correct. It is

known that 2EW (A : B)− I(A : B) can be non-zero at O( 1
GN

), which implies SR − I and

2EP − I should be non-zero at leading order as well. Therefore the MBC is in tension with

the SR and EP conjectures.

That said, it is not obvious that this tension persists under small corrections to the

MBC state. Indeed, it is conceivable that some sort of small correction to (1.1) could affect

its SR and EP at O( 1
GN

) while not affecting other quantities, such as its von Neumann

entropy, at that order. In that case, there would be no tension between these conjectures,

because at any finite GN the state would be of the MBC form up to subleading corrections

and also have the correct SR and EP . Something like this is true for Renyi entropies,

where exponentially small changes to a state can affect the Renyi entropy at O( 1
GN

) but

only change the von Neumann entropy an exponentially small amount.

The second step in our argument is to prove that SR and EP are not sensitive to such

small changes in the state. More precisely, we prove that SR and EP satisfy a Fannes-like

continuity inequality so that when the trace distance 1
2 ||ρ − σ||1 between ρ and σ is ε,

we have

|SR(A : B)ρ − SR(A : B)σ| ≤ C1

√
ε log d , (1.6)

|EP (A : B)ρ − EP (A : B)σ| ≤ C2

√
ε log d , (1.7)

where C1, C2 are O(1) constants and d is the dimension of ρ and σ. Moreover, we argue that

ε < O(1) if ρ is a holographic CFT state and σ is a state of the form eq. (1.1). (Otherwise,

ρ would not take the MBC state form when GN → 0.) So, even though log d ∼ O( 1
GN

),

the SR and EP of ρ is not different from that of σ at O( 1
GN

). Therefore, small corrections

to eq. (1.1) that vanish as GN → 0 do not resolve the tension between these conjectures.

Why trace distance? Before proceeding, let us motivate why we use the trace distance

to quantify small corrections. The trace distance is arguably the most natural distance

measure between two quantum states. If two states are close in trace distance, then all

observables computed using one will be close to those computed using the other, inlcuding

– 3 –
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the von Neumann entropy. Moreover, other distance measures (such as the fidelity) are

quantitatively equivalent to trace distance. There are some quantities, like the relative

entropy, that quantify the similarity of two states but are not technically distance measures.

The relative entropy would work equally well for our purposes: if the relative entropy

between two states is small, then their trace distance is small due to Pinsker’s inequality.

That said, there are some senses in which two states can be “close” without being close

in trace distance. For example, they can be “close” in the sense that some restricted class

of observables has similar values. It is this sense in which, for instance, “random states” are

close to “Perfect states.” Perfect states are 2n-partite states that are maximally entangled

accross any bipartition, for n integer [16]. We define a random state by acting a Haar

random unitary on a fiducial 2n-partite state. Such random states are “close” to Perfect

in the sense that they are nearly maximally entangled accross any bipartition. However,

they are generally far from Perfect in trace distance.1

We choose not to consider “closeness” in this weaker sense because it is arguably against

the spirit of the conjecture. Indeed, that the von Neumann entropies of holographic CFT

states match those of the MBC state was the motivation for the MBC. The conjecture

itself, as we understand it, is that the states are therefore close in some distance measure.

Inferring this stronger claim about the state from the weaker matching of entropies is what

makes the conjecture so valuable.

Organization. The paper is organized as follows. We define and analyze the SR and

EP conjectures in section 2 and 3 respectively. Also in section 2, we discuss why RSTNs

— which satisfy the RT formula — fail to satisfy the SR conjecture, which naively seems

like a simple application of RT. We briefly touch on tensor networks in section 3 as well.

Finally, we conclude with some discussion and future directions in section 4.

Notation. We will use the notation SR(A : B), EP (A : B) and I(A : B) to denote

the reflected entropy, entanglement of purification and mutual information relevant for

the partition of the state about subregions A and B. However, in other situations where

the partition is understood and we would like to make explicit the state in which these

quantities are being evaluated, we shall use the notation SR(ρAB), EP (ρAB) and I(ρAB)

interchangeably with the above notation.

2 SR conjecture vs bipartite entanglement

2.1 Background

We now define the reflected entropy SR(A : B). Consider a density matrix ρAB on the

Hilbert space H = HA ⊗ HB. One can define its “canonical purification” in a way anal-

ogous to the relationship between the thermal density matrix and the thermofield double

state [10]. There exists a natural mapping between the space of linear operators acting on

1This can be seen from a simple counting argument: there are far fewer Perfect states than the total

number of states. In the limit that the Hilbert space dimension goes to infinity, the average distance between

any given state and the nearest Perfect state tends to zero.

– 4 –



J
H
E
P
0
4
(
2
0
2
0
)
2
0
8

a H and the space of states on a doubled Hilbert space H⊗H′ = HA ⊗HB ⊗HA′ ⊗HB′ .

This mapping is sometimes labelled the channel-state duality. The inner product on this

doubled Hilbert space is defined by

〈ρ|σ〉ABA′B′ = trAB(ρ†σ) . (2.1)

Thus, the operator
√
ρAB can be mapped to a state |√ρAB〉ABA′B′ , which is named the

canonical purification of ρAB (and is also known as the GNS state). This state easily can

be checked to reduce to the original density matrix ρAB upon tracing out the subregions

A′ and B′. Given the above setup, then

Definition 2.1. The reflected entropy SR(A : B) is defined as

SR(A : B) = S(AA′)√ρAB
= S(BB′)√ρAB

, (2.2)

where S(AA′)√ρAB
is the von Neumann entropy of the reduced density matrix on the sub-

region AA′ in the state |√ρAB〉.

In [10], it was conjectured that in AdS/CFT,

2EW (A : B) = SR(A : B) , (2.3)

where EW (A : B) is the area of the “entanglement wedge cross-section,” i.e. the minimal-

area surface that divides the entanglement wedge of AB into two halves, one homologous

to A and the other to B. This conjecture is intuitive: the reduced density matrix of AB is

unchanged, and A′B′ has the same reduced density matrix. One can solve the equations

of motion inwards from this data local to the boundary to conclude that a viable bulk

solution is the one that is simply two copies of the AB entanglement wedge glued together

across the extremal surface that bounds it. (The subtleties of gluing across this extremal

surface were discussed in [17].) Applying the RT formula to the AA′ region of this doubled

bulk implies that S(AA′)√ρAB
equals the area of a minimal surface dividing AA′ from BB′.

The symmetry between the entanglement wedges of AB and A′B′ implies that this minimal

surface has area 2EW .2

2.2 SR of the bipartite entangled state

We now compute the reflected entropy in the MBC state eq. (1.1) and show that it ap-

proximately equals the mutual information,

SR(A : B) ≈ I(A : B) . (2.4)

This, we will argue, is incompatible with AdS/CFT. Two properties of the reflected entropy

will be useful to us. First, it is an additive quantity under tensor products:

SR(ρ1 ⊗ ρ2) = SR(ρ1) + SR(ρ2) . (2.5)

2Evidence for the conjecture in a time-dependent situation was provided in [18, 19].
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Figure 2. Subregion AB at the threshold of a mutual information phase transition. There are two

competing RT surfaces, denoted by solid and dashed black lines. The area of the dashed lines is

equal to the area of the solid lines. EW (A : B) before the transition is denoted by a solid orange

line, while it vanishes after the transition.

This is because the canonical purification of a tensor product density matrix ρ1 ⊗ ρ2 is

given by the tensor product state |√ρ1〉⊗ |
√
ρ2〉. Second, the reflected entropy is invariant

under unitaries local to A or B, since this is equivalent to local unitaries on A, A′, B and

B′ in the purified state. Hence the reflected entropy of the MBC state is the same as for

the state

U †AU
†
BρABUAUB = ρA1B1 ⊗ ρA2 ⊗ ρB2 ⊗ ρA3B3 , (2.6)

where e.g. ρA2 = trC1 |ψ2〉 〈ψ2|A2C1
. Thus, the calculation of SR splits into an individual

calculation for each factor. First consider ρA1B1 = |ψ1〉 〈ψ1|A1B1
. The canonical purifica-

tion is simply a product state of two copies of |ψ1〉, and therefore

SR (ρA1B1) = 2S(ρA1) = I(A1 : B1)ρA1B1
≈ I(ρAB) . (2.7)

Because the state ρA2 only has support on A, its canonical purification is given by an

entangled state shared between A andA′ whileB andB′ remain trivial. The same argument

can be applied to ρB2 as well. Therefore their reflected entropies vanish,

SR (ρA2) = 0 and SR(ρB2) = 0 . (2.8)

Although we have not specified any details of the state |ψ̃〉A3B3 C3
, we can use the general

inequality

SR(ρA3B3) ≤ 2 min{S(ρA3), S(ρB3)} = O(1) (2.9)

to put an upper bound on the contribution to SR from ρA3B3 . It is a positive O(1) number,

at most. Putting everything together, we find that the reflected entropy equals

SR(ρAB) = SR(ρA1B1) + SR(ρA2) + SR(ρB2) + SR(ρA3B3)

= I(ρAB) +O(1) .
(2.10)

Hence in the GN → 0 limit, SR(A : B) = I(A : B) for the MBC state.

AdS/CFT conflict. We now argue that this is in conflict with SR(A : B) = 2EW (A : B)

in AdS/CFT. The idea is that EW (A : B) can be larger than I(A : B) at O( 1
GN

). This is

true in many generic cases, but we now provide a sharp example in which this is especially

clear, from [20].
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Consider the setup in figure 2. As one varies the distance between subregions A and B

of a fixed size, one encounters a phase transition in the RT surfaces. At the phase transition,

both I(A : B) and EW (A : B) vanish. However, at slightly shorter separations the two are

quite different. While the mutual information continuously shrinks to zero as the separation

is increased, the cross-section remains O( 1
GN

) until exactly at the phase transition, where

it discontinuously jumps to zero. Therefore, given SR(A : B) = 2EW (A : B), we must

conclude that the MBC state is incompatible with AdS/CFT.

2.3 Small corrections

So far, we have not ruled out that the SR conjecture is consistent with the MBC state

with small corrections. One might imagine that the reflected entropy, being non-linear in

the state, could receive large corrections from terms that are subleading in GN to those

in eq. (1.1).3 Then there would be no tension between the SR conjecture and MBC: For

any finite GN , the holographic CFT state could take the form of the MBC state up to

subleading terms, but its reflected entropy could be different at O( 1
GN

). For comparison,

this is how Renyi entropies work. Renyi entropies are also non-linear in the state, and can

change at O( 1
GN

) under non-perturbatively small changes to the state.

We quantify corrections to the state in terms of the natural distance measure, trace

distance, defined as

T (ρ, σ) =
1

2
||ρ− σ||1 , (2.11)

where ρ, σ are two density matrices, and ||A||1 = tr(
√
A†A) is the Schatten 1-norm or

L1 norm. It can take values T (ρ, σ) ∈ [0, 1], and when the trace distance is close to 0

then all observables are close between the states. If the trace distance is exactly zero,

then the two states are identically equal. If two states admit a GN expansion, like ρ =

ρ0 +GNρ1 +O(G2
N ), then the trace distance between them does as well:

T (ρ, σ) = T0(ρ, σ) +GNT1(ρ, σ) +O(G2
N ) . (2.12)

We say that two states are the same at leading order if T0 = 0, i.e. T (ρ, σ) ∼ O(GN ).4 For

our purposes, we could equally-well use other distance measures between states, such as

the fidelity, or similarity measures like the relative entropy.

We interpret the MBC as the statement the trace distance vanishes at leading order in

GN between a holographic CFT state ρ and some state σ of the form eq. (1.1). This is for

two reasons. First, as stated above, so that ρ and σ become the same in the GN → 0 limit.

Second, because this would give a satisfactory reason for the von Neumann entropies to

match at leading order (even at finite GN ). (After all, this was essentially the motivation

for the conjecture in the first place!) This is due to Fannes inequality [21], which states

|S(ρ)− S(σ)| ≤ 2T (ρ, σ) log d− 2T (ρ, σ) log(2T (ρ, σ)) , (2.13)

3We would like to thank Matt Headrick for discussions related to this.
4In fact, for the purpose of our analysis T (ρ, σ) ∼ O(Ga

N ) with any a > 0 works.
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where d is the dimension of ρ and σ. For holographic CFTs, log d ∼ O( 1
GN

), and thus if

T (ρ, σ) . O(GN ), the von Neumann entropies will be guaranteed to match at O( 1
GN

).

So, we are interested in whether the reflected entropy can differ at O( 1
GN

) between the

MBC state σ and a holographic CFT state ρ that differs from it only at O(GN ) and higher,

T (ρ, σ) ∼ O(GN ) . (2.14)

We now prove this is, in fact, not possible; the reflected entropy satisfies a continuity

inequality similar to Fannes inequality for the von Neumann entropy.

Theorem 2.1 (Continuity of the Reflected Entropy). Given two density matrices ρAB
and σAB defined on a Hilbert space H = HA ⊗ HB of dimension d = dA dB, such that

TAB = T (ρAB, σAB) ≤ ε, then

|SR(ρAB)− SR(σAB)| ≤ 4
√

2TAB log(min{dA, dB})− 2
√

2TAB log(TAB)

for ε ≤ 1
8e2

.

Proof. In order to prove the above statement, we first consider the fidelity between the

respective purified states |√ρAB〉ABA′B′ and |√σAB〉ABA′B′ , which is given by

FABA′B′ = | 〈√ρAB|
√
σAB〉 | . (2.15)

The inner product on the canonically purified states can equivalently be computed using

the original density matrices by using eq. (2.1),

〈√ρAB|
√
σAB〉 = tr(

√
ρAB
√
σAB) (2.16)

= Q1/2(ρAB, σAB), (2.17)

where Q1/2(ρAB, σAB) is defined by the above equation and is the non-commutative gen-

eralization of the Bhattacharya coefficient.5 Now we can use the inequality [22]

Q1/2(ρAB, σAB) ≥ 1− TAB (2.18)

=⇒ FABA′B′ = Q1/2(ρAB, σAB) ≥ 1− TAB . (2.19)

This is essentially equivalent to the well known Powers-Stormer inequality. Upon tracing

out B and B′, the fidelity monotonically increases giving us

FAA′ ≥ FABA′B′ ≥ 1− TAB . (2.20)

Now, we can use another well-known inequality relating fidelity to trace distance [22],

giving us

T (ρAA′ , σAA′) ≤
√

1− F 2
AA′ ≤

√
2TAB , (2.21)

5Note that Q1/2 is a real quantity, which can be proven using cyclicity of trace and the fact that density

matrices are Hermitian.
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where e.g., ρAA′ is the density matrix obtained by tracing out BB′ from the purified state

|√ρAB〉. The second inequality in eq. (2.21) follows from eq. (2.20). Thus, starting from ρ

and σ being ε-close in trace distance on subregion AB, we have shown that their canonical

purifications are
√
ε-close in trace distance on subregion AA′. Finally, we use Fannes

inequality [21] to show that

|SR(A : B)ρ − SR(A : B)σ| = |S(ρAA′)− S(σAA′)|
≤ 2TAA′ log(dAA′)− 2TAA′ log(2TAA′)

≤ 4
√

2TAB log(dA)− 2
√

2TAB log(TAB),

(2.22)

where TAA′ = T (ρAA′ , σAA′).6 This inequality holds for TAA′ ≤ 1
2e , which is ensured by the

bound ε ≤ 1
8e2

. The entire analysis above was perfectly symmetric between A and B, and

from eq. (2.2) we also have

|SR(A : B)ρ − SR(A : B)σ| ≤ 4
√

2TAB log(dB)− 2
√

2TAB log(TAB). (2.23)

Thus, combining eq. (2.22) and eq. (2.23), we get the strengthened inequality

|SR(A : B)ρ − SR(A : B)σ| ≤ 4
√

2TAB log(min{dA, dB})− 2
√

2TAB log(TAB) , (2.24)

which proves Theorem 2.1.

Note that it was crucial that we considered the canonical purification in order for

e.g. |S(ρAA′) − S(σAA′)| to have such a bound. An arbitrary purification on ABA′B′ can

be arbitrarily far in trace distance. For example, different Bell pairs purify a maximally

mixed density matrix and have trace distance 1. The canonical purification ensures this

redundancy in basis of purification doesn’t play a role here.

We also emphasize that we have not found any examples where the inequality in

Theorem 2.1 is saturated, despite the fact that it is easy to saturate all the individ-

ual inequalities required in proving it. Our preliminary numerical analysis suggests that

|SR(ρ) − SR(σ)| ∼ O(ε) in all the examples that we tested, instead of the O(
√
ε) allowed

by Theorem 2.1. This leaves open the possibility that a tighter bound exists. We haven’t

pursued a systematic numerical analysis of the above, but it would be interesting to probe

this question in future.

Implication for AdS/CFT. Theorem 2.1 renders it impossible for two states ρAB, σAB
to have reflected entropy different at O( 1

GN
) unless

√
TAB log dAB is also O( 1

GN
). In a

holographic CFT, log dAB ∼ O( 1
GN

). So, the trace distance would need to be non-zero at

leading order, TAB ∼ O(1).

However, this is not consistent with the MBC. Suppose σABC represents the density

matrix corresponding to the MBC state, and ρABC represents the actual density matrix of

a holographic CFT. As we argued above, the MBC requires they should be close in the

sense that TABC ≡ T (ρABC , σABC) ∼ O(GN ). Trace distances decrease under tracing out

6This result can be further tightened by using the Audenaart version of the inequality [23].
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subregions, so TAB ≤ TABC ∼ O(GN ). Therefore, TAB is too small for σ and ρ to have

different reflected entropy at O( 1
GN

).

Said differently, Theorem 2.1 states that if TABC is indeed O(GN ), then

|SR(ρAB)− SR(σAB))| = |2EW (A : B)− I(A : B)| . O
(

1√
GN

)
, (2.25)

where we have used the SR conjecture in the equality and Theorem 2.1 in the inequality.

This contradicts the fact that there exist examples in AdS/CFT where |2EW (A : B)−I(A :

B)| ∼ O( 1
GN

), e.g. the situation in figure 2. Thus, we see that even small corrections to

the MBC state are incapable of making it compatible with the SR conjecture.

2.4 Tensor networks

We now resolve a conundrum that our results seem to create in tensor networks. Tensor

networks have provided good toy models of holography, illustrating properties such as

subregion duality and the RT formula. In particular, a network made of perfect tensors

can be shown to satisfy the RT formula under certain reasonable assumptions [16]. Much

more generally, it was shown that networks made from Haar random tensors also satisfy

the RT formula [8].

It was also emphasized in [8] that Haar randomness was overkill, and the RT formula

followed simply from choosing random tensors from a 2-design ensemble, i.e. one that agrees

with the first two moments of the Haar measure. A particularly nice choice of 2-design

ensemble is provided by stabilizer tensors of dimension D = pN in the limit of large N ,

where p is a prime number. Such random stabilizer tensor networks (RSTN) were further

studied in [9], where it was proven that their states always take the form

|ψ〉ABC = U †AU
†
BU
†
C |φ

+〉⊗n1

A1B1
|φ+〉⊗n2

A2 C1
|φ+〉⊗n3

B2 C2
|GHZ〉⊗ng

A3B3 C3
(2.26)

where |φ+〉 denotes a p-dimensional Bell pair shared between the two parties, e.g.

|φ+〉A1B1
≡ 1
√
p

p−1∑
i=0

|i〉A1
|i〉B1

, (2.27)

and |GHZ〉 denotes a shared p-dimensional GHZ state,

|GHZ〉A3B3C3
=

1
√
p

p−1∑
i=0

|i〉A3
|i〉B3

|i〉C3
. (2.28)

Neither of these states scale with N ; they are elementary units of entanglement. The

exponents, however, can indeed have N -dependence. That N -dependence was discovered

in [9], where it was shown that in the large N limit, n1, n2 and n3 grow linearly with N ,

whereas ng remains O(1). Note that N here is analogous to 1
GN

in AdS/CFT.

This is exactly an MBC state like that in eq. (1.1). Our result in section 2 shows that

this is incompatible with the conjecture SR = 2EW . This is startling at first: the SR
conjecture was motivated by the RT formula, which RSTN satisfy. So, naively, we would

expect RSTN to satisfy SR = 2EW .
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Figure 3. A random stabilizer tensor network with subregion AB in the connected phase. The

green dotted line represents the RT surface for subregion AB, while the yellow dotted lines represent

the RT surface of A and B respectively. The red dotted line represents EW (A : B).

We now compute SR(A : B) in RSTN to explain why they, in fact, do not. The upshot

will be that while the canonical purification of a state ρAB is indeed given by a doubled

version of its entanglement wedge (just like in AdS/CFT), the doubled entanglement wedge

network does not itself satisfy RT in the naive way!

Consider the tensor network in figure 3. In order to restrict to ρAB, we can use the

fact that there is an isometry from the boundary legs of subregion C to the in-plane legs

cut by the RT surface of subregion AB. This gives us an effective tensor network restricted

to the entanglement wedge of AB. In order to compute the density matrix ρAB, we can

glue together two copies of this tensor network as in figure 4. The density matrix ρAB has

a flat entanglement spectrum as can be seen from eq. (2.26). Thus, it can be shown that

the operator
√
ρAB, and hence the canonically purified state |√ρAB〉ABA′B′ is represented

by the same doubled tensor network TN’ depicted in figure 4 up to normalization.

TN’ geometrically resembles the bulk saddle geometry obtained in the holographic

construction discussed in [10]. If TN’ were to satisfy the RT formula, one would indeed

be led to the claim that the entropy of subregion AA′ is computed by the minimal cross

section in this effective tensor network. The RT surface in TN’ is indeed just twice the

original entanglement wedge cross section, and thus, we would have the conjectured result,

SR(A : B) = 2EW (A : B).

However, this naive argument doesn’t carry through because TN’ has certain special

properties that distinguish it from a completely random stabilizer tensor network. Impor-

tantly, the set of tensors used in Copy 2 in TN’ are precisely correlated with the tensors

in Copy 1. E.g., in figure 4, one can see T †1 and T1 placed at equivalent positions in ei-
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Figure 4. (Left): A reduced tensor network corresponding to the entanglement wedge of AB

is obtained by using the isometry from the boundary legs of subregion C to the legs at the RT

surface (denoted black and green dotted lines). Two copies of this RSTN glued as shown prepare

the canonically purified state. We call this doubled network TN’. (Right): Geometrically, this

resembles the AdS/CFT construction discussed in [10, 17, 24]. If the RT formula holds, then

SR(A : B) = 2EW (A : B).

ther copy. The derivation of the RT formula depended on having completely uncorrelated

tensors on both copies of the TN.

That this correlation spoils the RT formula is made manifest by the form of the state

|ψ〉ABC in eq. (2.26). After applying the local unitaries, which depend sensitively on the

choice of tensors in the network, one gets a drastically simplified network as seen in figure 5.

The canonical purification then takes a simple form, and computing S(AA′) in this simple

network gives us

SR(A : B) = 2n1 log p = I(A : B) . (2.29)

We see that RSTN do not satisfy SR = 2EW because having correlated tensors precludes

the application of the RT formula.

Indeed, the RT formula in the original RSTN only required the tensors be 2-designs.

We expect that having the tensors agree with even higher moments of the Haar measure

is sufficient for the network to continue to satisfy the RT formula, even when the network

is built out of many copies of itself. If true, then the random tensor networks of [8] should
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.

Figure 5. After applying local unitaries, the RSTN drastically simplifies to a combination of Bell

pairs shared by the three parties. The Bell pairs then lead to a simple canonically purified state.

satisfy the SR conjecture, and highly random tensors — rather than e.g. 2-designs — would

be better models of holography. This is the subject of ongoing work [25].

3 EP conjecture vs bipartite entanglement

There is a tension between the EP conjecture and the MBC that is qualitatively the same

as that between the SR conjecture and the MBC. Given a density matrix ρAB, one can

define its entanglement of purification as [26]

EP (A : B) = min
|ψ〉

S(AA′) , (3.1)

where the minimization is over all states |ψ〉ABA′B′ that are pure and consistent with the

reduced density matrix ρAB. In [11, 12], it was conjectured that in AdS/CFT

EP (A : B) = EW (A : B). (3.2)

This conjecture was motivated by the surface-state correspondence, wherein similar to

tensor networks, a holographic state can be defined on any convex surface in the bulk [27–

30]. Further, since the minimization over all possible purifications is a computationally
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intractable problem, it was assumed that minimizing over geometric purifications was suf-

ficient (for discussions of this point, see [31]). This conjecture, along with its multipartite

generalizations, has received a lot of attention recently, although proofs or related compu-

tations have generally required various strong assumptions [13–15, 32–39].

To argue that the EP conjecture is incompatible with the MBC, we review results that

are essentially known in the literature. This distinguishes this argument from the one in

section 2, which involved our Theorem 2.1 that was completely new.

In order to compute EP (A : B) in the MBC state, we first note that EP is a sub-

additive quantity under tensor products [40]. In fact, additivity holds for pure states, ρAB =

|ψ〉AB 〈ψ|AB, and completely decoupled states, ρAB = ρA ⊗ ρB, but not in general [41].

Using this property, we find for the MBC state

EP (ρAB) ≤ EP (ρA1B1) + EP (ρA2) + EP (ρB2) + EP (ρA3B3). (3.3)

The first term on the right hand side gives EP (ρA1B1) = S(ρA1) = 1
2I(A1 : B1), because

ρA1B1 is a pure state. The second and third terms involve only one of either A or B and

thus give EP (ρA2) = EP (ρB2) = 0. The fourth term can be bounded using the known

inequalities for EP to obtain

0 ≤EP (ρA3B3) ≤ 2 min{S(ρA3), S(ρB3)}, (3.4)

and thus, EP (ρA3B3) is an O(1) positive quantity. Putting these results together and using

known inequalities, we find that

1

2
I(A : B) ≤ EP (ρAB) ≤ 1

2
I(A : B) +O(1). (3.5)

Thus, for GN → 0, we obtain EP (A : B) ≈ 1
2I(A : B), where “ ≈′′ denotes matching at

O( 1
GN

). Similar to the result in section 2.2, we find that the MBC state is incompatible

with the EP conjecture.

Small corrections. One might again worry that small corrections to the MBC state

might make it compatible with the EP conjecture. However, this too can be ruled out by

the following theorem.

Theorem 3.1 (Continuity of the Entanglement of Purification). Given two density matri-

ces ρAB and σAB defined on a Hilbert space H = HA ⊗HB of dimension d = dA dB, such

that TAB = T (ρAB, σAB) ≤ ε, then

|EP (ρAB)− EP (σAB)| ≤ 40
√
TAB log(d)− 4

√
TAB log(4

√
TAB)

for ε ≤ 1
4e2

.

Proof. This proof essentially follows from Theorem 1 of [26], where it was shown that

|EP (ρAB)− EP (σAB)| ≤ 20D(ρAB, σAB) log(d)−D(ρAB, σAB) log(D(ρAB, σAB)) (3.6)

where D(ρAB, σAB) = 2
√

1− FAB is the Bures distance. Using the inequality

1− TAB ≤ FAB =⇒ D(ρAB, σAB) ≤ 2
√
TAB, (3.7)

we obtain the desired result.
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Using Theorem 3.1, we conclude that a slightly-corrected MBC state is still incompat-

ible with the EP conjecture, by a similar argument to the one made in section 2.3.

Tensor networks. EP is a difficult quantity to compute in general, and hence it is much

harder to understand the tensor network story analogous to that in section 2.4. However,

in the case of RSTNs, the simplified network (obtained by applying local unitaries, as in

figure 5) has an EP that can easily be calculated to give 1
2I(A : B) at leading order in GN .

It is important to note that the EP conjecture was originally motivated by restricting

to geometric purifications and computing the optimal RT surface anchored to the entan-

glement wedge. An important insight we gain here is that non-geometric tensor networks

like the simplified network were crucial for the minimization in computing EP , at least for

RSTNs. It would be interesting to understand if this is more generally true [31].

4 Discussion

We have provided two pieces of evidence that suggest that holographic states require a large

amount of tripartite entanglement: Having little tripartite entanglement is inconsistent

with both the strongly-supported conjectures that SR = 2EW and EP = EW . We now

focus on some of the caveats, implications, and interesting future directions stemming from

this work.

Trace distance. We have demonstrated that holographic CFT states cannot be close in

trace distance to the MBC state. It is still possible that they are “close” in another sense.

Being close in trace distance is a strong criterion that ensures closeness in all observable

quantities and is a standard measure of similarity of states in quantum information. If

we allow weaker conditions of closeness on the state, such as closeness in a restricted class

of observable quantities, it might be possible to make the MBC state consistent with the

SR and EP conjectures. However, we do not see any evidence for other quantities that

may be reproduced by assuming an MBC state, and in particular, measures of multipartite

entanglement are in conflict with the conjectured state. It would be interesting to see if

other weaker forms of closeness can lead to a version of the MBC that is both useful and

compatible with the other two conjectures.

Limitation on tensor networks. This analysis also illuminates limitations of tensor

networks as toy models of holography. Since the von Neumann entropy is a reasonably

coarse grained quantity, even 2-design tensor networks such as random stabilizer tensor

networks were able to reproduce the RT formula. However, stabilizers are a very special

class of tensors, and are generically far in trace distance from Haar random tensors (owing

to the fact that there are many more Haar random tensors than stabilizers). Hence,

properties from any such tensor networks should be considered carefully, because they may

not agree with actual holographic answers.

In fact, specific tensor network models have previously been used to model “mostly

bipartite” entanglement that arises in certain regions of moduli space of multiboundary
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wormholes [42, 43]. It would be interesting to explore whether more refined tensor net-

work models can capture the right form of multipartite entanglement employed by holo-

graphic states.

It is interesting to note that the tensor network in [44, 45] is close in trace distance to

the holographic state, by construction. Certain classes of their tensor networks require the

EP = EW conjecture, so it would be interesting to repeat the above analysis in their case.

Entanglement measures. As we saw in our analysis in section 2, the reflected entropy

SR(A : B) is a much more fine-grained entanglement measure than individual entanglement

entropies, for mixed density matrices. This quantity is very naturally motivated from

holography and hasn’t yet been studied in the quantum information literature. In this

sense, it is similar to the refined Renyi entropies which is also a very natural quantity

in holography, but hasn’t been analyzed in quantum information [46–49]. It would be

interesting to understand its properties and generic behaviour in quantum systems.

There is, in fact, a zoo of quantities that measure multipartite entanglement and there

is not a clear understanding of a canonically best choice. Owing to this fact, there have

been many proposals in holography for such quantities including, among many others, the

entanglement negativity and odd entropy [20, 50–52]. Similarly, higher party versions of

the reflected entropy have also been proposed, motivated by AdS/CFT [53–55]. It would

be interesting to understand each of these quantities in the context of holography, or even

toy models such as tensor networks. If the program of understanding quantum gravity

by understanding quantum information is to progress, it is crucial that we obtain a more

refined understanding of multipartite entanglement measures.

Applications for reflected entropy continuity. Our new bound in Theorem 2.1 has

many interesting applications. For example, it might be useful in proving inequalities about

SR that were conjectured in [10]. Indeed, those inequalities might be easier to prove for

e.g. the fixed-area states defined in [47, 48]. Holographic CFT states are generally close in

trace distance to one fixed-area state. So, bounds on the reflected entropy of one translate

to bounds on the reflected entropy of the other. It would be interesting to find other uses

for this theorem.

GHZ isn’t enough. While we have demonstrated that tripartite entanglement is nec-

essary for the SR and EP conjectures, we have not emphasized what type of tripartite

entanglement is required. In fact, GHZ entanglement — even a lot of it — does not help.

One can show that GHZ entanglement also satisfies SR(A : B) = I(A : B). (Note that

this problem is also not resolved by adding superselection sectors, similar to the α blocks

in operator-algebra quantum error correction [47, 48, 56, 57]. These results strongly sug-

gest that the “stabilizerness” of holographic states is very low, which will be discussed in

upcoming work [58].7)

Beyond this, there is little we can say. It is difficult to pinpoint what type of entangle-

ment must be present, because there are many inequivalent forms of tripartite entangle-

ment, and the classification is not well understood in general. In the case of three qubits,

7We thank Brian Swingle for discussions related to this.
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there are just two inequivalent forms of entanglement: GHZ and W [59]. For A,B two of the

three qubits in a W-state, SR(A : B) = 1.49 log 2 while I(A : B) = 0.92 log 2, and therefore

W-entanglement might be used to alleviate the gap between the MBC (and RSTNs) and

holography. Similarly, numerical analyses suggest that EP (A : B) 6= 1
2I(A : B) for such

states [26, 41]. It would be interesting understand better the particular kind of tripartite

entanglement that is crucial for holography.
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Entanglement density and gravitational thermodynamics

Jyotirmoy Bhattacharya,1, ∗ Veronika E. Hubeny,1, † Mukund Rangamani,1, ‡ and Tadashi Takayanagi2, 3, §

1Centre for Particle Theory & Department of Mathematical Sciences,
Durham University, South Road, Durham DH1 3LE, United Kingdom

2Yukawa Institute for Theoretical Physics (YITP), Kyoto University, Kyoto 606-8502, Japan
3Kavli Institute for the Physics and Mathematics of the Universe (WPI),

University of Tokyo, Kashiwa, Chiba 277-8582, Japan

In an attempt to find a quasi-local measure of quantum entanglement, we introduce the concept of
entanglement density in relativistic quantum theories. This density is defined in terms of infinites-
imal variations of the region whose entanglement we monitor, and in certain cases can be mapped
to the variations of the generating points of the associated domain of dependence. We argue that
strong sub-additivity constrains the entanglement density to be positive semi-definite. Examining
this density in the holographic context, we map its positivity to a statement of integrated null en-
ergy condition in the gravity dual. We further speculate that this may be mapped to a statement
analogous to the second law of black hole thermodynamics, for the extremal surface.

I. INTRODUCTION

The holographic AdS/CFT correspondence indicates
that the fundamental constituents of spacetime geometry
are quanta of a conventional non-gravitational field the-
ory. The precise manner in which these non-gravitational
quanta conspire to construct a smooth semiclassical
spacetime, however, still remains obscure. Holography is
motivated by black hole thermodynamics, which suggests
that emergence of gravity can be associated with coarse-
graining a la classical thermodynamics [1]. We then seek
to understand what is being coarse-grained, and how.

A crucial hint is provided by the fact that AdS/CFT
geometrizes quantum entanglement: entanglement en-
tropy (EE) in the CFT is given by the area of a certain
extremal surface in the bulk [2–4]. Indeed, the fascinat-
ing idea of spacetime geometry being the encoder of the
entanglement structure of the quantum state [5–7] hints
at potentially deep insights into the workings of quantum
gravity.

As a first step, we would like to decipher the dynamical
equations of gravity from the these statements. In this
regard, EE which motivates the connection to geometry,
a-priori presents a complication: it is non-local – even
in local QFTs, it is defined on a causal domain. The
corresponding bulk quantity depends on the bulk geom-
etry along a codimension-2 extremal surface. To make
contact with local gravitational physics, it would be con-
venient to work with a more localizable construct in the
dual CFT.1

Inspired by this logic, we propose to study a QFT
quantity we call entanglement density. This effectively
measures two-body quantum entanglement between two

∗ jyotirmoy.bhattacharya@durham.ac.uk
† veronika.hubeny@durham.ac.uk
‡ mukund.rangamani@durham.ac.uk
§ takayana@yukawa.kyoto-u.ac.jp
1 For recent progress on directly deriving gravitational dynamics

from EE, cf., [8–11].

FIG. 1. Illustration of the generic variations δ1A and δ2A
which are used to define the entanglement density (1).

infinitesimally small regions. To motivate its construc-
tion, consider a quantum field theory on a (rigid) back-
ground spacetime B which is foliated by spacelike Cauchy
surfaces Σ. We pick a region A ⊂ Σ and construct the
reduced density matrix ρA. The entanglement entropy
SA = −Tr (ρA log ρA) is the von Neumann entropy of
this density matrix, and is a functional of ∂A. We pro-
pose to retain locality by examining EE for infinitesimal
variations of ∂A (and hence A). Schematically for a con-
figuration ρΣ on the Cauchy slice, we define the double
variation:2

n̂ (δ1A, δ2A) = δ1 δ2 SA (1)

The construction is pictorially illustrated in Fig. 1.
Let us now simplify n̂ by appealing to the fact that SA

is a functional on the entire domain of dependence D[A].
We focus on backgrounds B and regionsA for which D[A]
is given by the intersection of past and future light-cones
from two points, C± respectively. As a consequence we

2 This construction has some parallels with recent discussions of
differential entropy introduced in [12] and explored more thor-
oughly [13].
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2

will focus on the variations inherent in (1) which are due
to the variations of one of the points, say C−, keeping the
other fixed (or vice versa).3 In this context δ1 δ2 S

vac
A = 0

for 2d and 3d CFTs, although (1) pertains in any QFT.
We will exploit the fact that n̂ is naturally sensitive

to a key property of the von Neumann entropy, namely
strong subadditivity (SSA), which states that

SA1∪A2 + SA1∩A2 ≤ SA1 + SA2 ∀A1,2 . (2)

SSA is a convexity property of entanglement; for regions
in (2) being small deformations of a parent region, this
has a quadratic structure, which motivates (1). Inspired
by a beautiful construction of Casini & Huerta [15, 16],
we show that entanglement density can be expressed as
a second order differential operator D2

± acting on EE by
differentiating with respect to the coordinates c± of C±

(specified explicitly for d = 2, 3 in §II). SSA then implies
D2

c±S(c+; c−) ≥ 0.
Exploiting the holographic construction of EE in terms

of bulk codimension-two extremal surfaces EA, we argue
that the variations of interest can be mapped to the mo-
tion of the extremal surface along its null normals Nµ

(±).

Using standard differential geometric identities, this in
turn can be simplified to a statement about the geometry
side of Einstein’s equations Eµν = Rµν − 1

2Rgµν + Λ gµν ,
namely ∫

EA
ε Eµν N

µ
(±)N

ν
(±) ≥ 0 , (3)

where ε is the volume form induced on the extremal sur-
face.4 Indeed, as the main result of this paper we will
show that the entanglement density is precisely given by
(3) for small perturbations in the AdS3/CFT2 setup. We
have therefore related SSA (which can be regarded as a
physicality condition on EE) to a restriction on the space-
time curvature.5

NB: As this work was nearing completion we received
[24], where a similar relation between SSA and bulk en-
ergy stress tensor has been discussed. Similar results
have been obtained by Arias and Casini (unpublished).

II. SSA IN FIELD THEORY

To set the stage for our analysis let us recall the proof of
the c-theorem [25] and F-theorem [26–28] based on SSA,
as in [15, 16]. We consider subsystems which are defined

3 A related version of entanglement density was considered earlier
in [8, 14], without invoking the relativistic causal structure.

4 A sufficient condition for this positivity is the null energy condi-
tion. The null energy condition has been crucial in the deriva-
tions of SSA [17–19].

5 For other applications of entropic inequalities and related con-
straints in gravity duals see [20–23].

by the intersection of light-cones from two points C± in d-
dimensional QFTs. Letting D[A] = J−[C+]∩J+[C−], we
pick A to be a Cauchy slice for D[A] at constant time; see
e.g., Figs 2 and 3. Then SA can be viewed of as a function
of the coordinates c± of C±; i.e., SA ≡ S(c+; c−). For
B = Rd−1,1 we take c± = (t±,x±). Letting a = ±, we
define the entanglement density in d = 2, 3 with respect
to varying C± as

n̂a(ta,xa) ≡
[
�a +

2 (d− 2)

ta
∂ta

]
S(ta,xa) ≥ 0 , (4)

where the inequality is guaranteed by SSA. We give a
quick overview following [16], with some additional gen-
eralizations.

A. QFTs in d = 2

We start by applying SSA to the configuration in
Fig. 2; for space- and time-translation invariant configu-
rations, we can w.l.o.g. fix C+ = (0, 0) as a reference and
drop subscripts for coordinates of C−. SSA implies

SAD + SCB ≥ SAB + SCD . (5)

The fact that EE is defined on a causal domain can
be used to redefine our region. For example SAD =
SAC ∪ CD even for states which are not boost invariant,6

since both AD and AC ∪ CD have the same domain of
dependence. As a result we do not make any symmetry
assumptions about the state for which EE is evaluated.

Now consider moving C− from its original location
(t, x) along the light-cone directions to C−↗ and C−↖ re-
spectively by an amount ε. This effectively shifts the left
and right end-points of A along the boundary of D[A]
defining the regions on the l.h.s. of (5). For the second
region on the r.h.s. we can equivalently consider trans-
lating C− 7→ C+

↑ by a distance 2ε. Under these shifts we

track the implications of SSA (5). In fact, in the present
case we simply need to plug in the explicit dependence of
the coordinates of the end-points of the various regions:

S(t−ε, x−ε)+S(t−ε, x+ε)−S(t, x)−S(t−2ε, x) ≥ 0. (6)

The inequality (6), upon expanding to second order in ε,
immediately yields

n̂− ≡
(
−∂2

t + ∂2
x

)
S(t, x) ≥ 0. (7)

Repeating the argument with the roles of C± reversed,
we obtain n̂+ ≥ 0.

Note that the inequalities n̂± ≥ 0 can be saturated:
as is clear from the relation to the entropic c-function
[15], the entanglement densities n̂± are vanishing for the

6 Since we have null segments, this statement should be viewed in
a suitable limiting sense.
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vacuum state of a CFT. Furthermore, they also vanish
whenever the EE can be computed in a CFT by a con-
formal transformation as in [29], which includes, for ex-
ample, the finite size system at zero temperature and the
finite temperature system with an infinitely large size.

Physically, n̂± computes the entanglement between the
two infinitesimally small light-like intervals AC and BD
in Fig. 2. Since both are directed in the opposite null
directions, it is obvious that if the state is completely
separated into the left and right-moving sector, the en-
tanglement should be trivial. This explains why the en-
tanglement density is vanishing for ground sates of 2d
CFTs. On the other hand, for generic states, for exam-
ple a ground state of a non-conformal theory, we will find
it is non-vanishing.

FIG. 2. Illustration of the set-up following [15] in d = 2.
We choose C+ to be the origin and the region A lies on the
time-slice with coordinate 1

2
t. We assume t < 0 and ε ≤ 0.

B. QFTs in d = 3

The generalization to d = 3 can be obtained following
[16] by considering the iterated SSA inequality∑

i

S
(
Xi

)
≥ S (∪iXi) + S (∪ij (Xi ∩Xj))

+ S (∪ijk (Xi ∩Xj ∩Xk)) + · · ·+ S (∩iXi) .

(8)

We will work in a continuum limit, converting the sums
to integrals on both sides of (8).

We once again start with A defined by C+ = (0,0) and
C− = (t,x). This corresponds to the choice of subsys-
tem given by a round sphere. To apply SSA we consider
translating C− 7→ C− in the light-cone directions by a

distance ε, but this time respecting the rotation symme-
try. This defines the subsystems Xi, described by ellipses
on ∂D[A]. The loci of points composing C− is a circle on

∂J+[C−] at time t− ε, as indicated in Fig. 3.

FIG. 3. Illustration of the set-up following [15] in d ≥ 3
with the same conventions as in Fig. 2. The regions Xi in
d = 3 are obtained by considering the future light-cone from
points distributed on the (dotted) circle, while their iterated
intersections are obtained by considering the future light-cone
from points on the (dashed) line-segment.

To ascertain the unions of the iterated intersections
on the r.h.s. of (8) we make the following observation
[16]. Each term in the r.h.s. of (8) generically leads to
a curve which averages to a circular cross-section of the
light-cone; in the present case we need cross-sections of
∂J−[C+] at constant time. These can equivalently be
obtained by translating C− 7→ C−↑ in the temporal direc-
tion. With this in place we can examine the implications
of SSA.

Consider first the contribution from the shift C− 7→
C−. Writing out the coordinates explicitly we find

l.h.s.(8) =

[
1− ε ∂t +

ε2

4

(
∇2

x + 2 ∂2
t

)]
S(t,x) +O(ε3) .

The r.h.s may be computed similarly, with the only ad-
ditional complication being that we need to translate the
measure from the circular cross-sections of ∂J−[C+] onto
the vertical segment along the map C− 7→ C−↑ . Account-

ing for this as in [16] we find:

r.h.s.(8) =

[
1− ε ∂t +

ε2

4

(
3 ∂2

t −
2

t
∂t

)]
S(t,x) +O(ε3) .

Combining the above two expressions we have the in-
equality resulting from SSA:

n̂− ≡
[
� +

2

t
∂t

]
S(t,x) ≥ 0 . (9)

Repeating the analysis about C+ we can show n̂+ ≥ 0.
This completes the derivation of (4).

Note that in boost invariant states (e.g., vacuum)

where SA is a function of proper length ` =
√
t2 − ||x||2,
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(4) simply reduces to [15, 16]:

` S′′(`)− (d− 3)S′(`) ≤ 0 . (10)

We have however managed to convert this to a local
statement for regions A which are naturally generated
by intersecting light-cones from two points C±. Although
we have written the expressions (4) and (10) in a man-
ner which suggests an obvious generalization to higher d,
there are some subtleties with this interpretation, which
we revisit in §IV.

III. HOLOGRAPHIC ENTANGLEMENT
DENSITY

Having understood the basic constraint on the entan-
glement density, let us now consider the holographic con-
text, employing the AdS3/CFT2 duality. We focus on lin-
ear perturbations around the pure AdS3 solution, corre-
sponding to small excitations around the vacuum. In the
bulk gravity theory, we consider Einstein gravity coupled
to arbitrary matter fields, with the energy-momentum
tensor Tµν given by the Einstein’s equation

Eµν = Rµν −
1

2
Rgµν + Λ gµν = 8πGN Tµν . (11)

It is now convenient to work directly with the end-
points of A, whose null coordinates are (u

L
, v
L

) and
(u

R
, v
R

) respectively in R1,1. In terms of these, the two
entanglement densities are given by:

n̂+ = − ∂

∂u
R

∂

∂v
L

∆SA, n̂− = − ∂

∂u
L

∂

∂v
R

∆SA . (12)

Note that we define the density in terms of ∆SA =
SρΣ

A − SvacA which measures the entanglement of the ex-
cited state ρΣ relative to the vacuum. It is crucial here
that n̂± vanishes in the vacuum state, for while SSA holds
for any state of the CFT, it is no longer true that ∆SA
satisfies SSA.7 With this understanding we can replace
SA → ∆SA and still maintain the sign-definiteness of
entanglement densities n̂± defined in (12).

We now evaluate ∆SA by analyzing the holographic
entanglement entropy in the perturbed geometry around
pure AdS3 described by the (gauge fixed) metric:

ds2 =
dz2 − du dv

z2
+ hab(u, v, z) dx

a dxb , (13)

where hab captures the perturbation (Latin indices re-
fer to the boundary). For linear order changes of holo-
graphic entanglement entropy, we can work with the orig-
inal geodesic in AdS3 (parameterized by ξ) which con-
nects the endpoints of A:

(u, v, z) = (U + u
δ

sin ξ, V + v
δ

sin ξ,
√
|u
δ
v
δ
| cos ξ) ,

7 It is easy to verify this statement explicitly say by considering
ρΣ to be the thermal state.

where {U, u
δ
} = 1

2 (u
R
± u

L
) and {V, v

δ
} = 1

2 (v
R
± v

L
)

give the mid-point and separation between the end-points
of A.

The first-order perturbation of ∆SA is given by

∆SA =
1

8GN

∫ π
2

−π2
dξ

γ(1)(ξ)√
γ(0)(ξ)

, (14)

where γ(0) and γ(1) are induced metric (γξξ) at leading
and first sub-leading orders, i.e.,

γ(0)(ξ) =
1

cos2 ξ
,

γ(1)(ξ) = cos2 ξ
(
huu u

2
δ

+ hvv v
2
δ

+ 2huv uδ vδ
)
.

After some algebra we arrive at the following simple
relations:

n̂± =
1

4GN |uδvδ |

∫ π
2

−π2
dξ
√
γ(0)

(
Nµ

(±)N
ν
(±)Eµν

)
=

2π

|u
δ
v
δ
|

∫ π
2

−π2
dξ
√
γ(0)

(
Nµ

(±)N
ν
(±)Tµν

)
≥ 0 , (15)

where Eµν is the l.h.s. of the Einstein’s equation (11).
The vectors Nµ

(±) are the two independent null normals

to the extremal surface EA in AdS3,

Nµ
(±) =

{
u
δ

cos3 ξ

(sin ξ ∓ 1)
,
v
δ

cos3 ξ

(sin ξ ± 1)
,−
√
|u
δ
v
δ
| cos2 ξ

}
.

Firstly, we note from (15) that the positivity of entan-
glement density is correlated with null energy condition.
While we have established the above result explicitly only
for linear deviations away from the vacuum, the fact that
n̂± vanishes in vacuum, and its positive semi-definiteness
from SSA for any excited state, makes it natural for us
to conjecture that the relation

n̂± =
1

8GN

∫
EA
dξ
√
γξξ

(
Nµ

(±)N
ν
(±)Eµν

)
≥ 0 (16)

holds for any asymptotically AdS3 backgrounds, with EA
being the extremal surface (spacelike geodesic parame-
terized ξ) which holographically encodes SA. We leave a
more complete exploration of this relation for the future.

It is interesting to note that for normalizable states of
pure gravity in AdS3, the entanglement density always
vanishes. This is consistent with our earlier observation
that entanglement density is vanishing for any state ob-
tained by conformal transformations of ground states in
2d CFTs. Indeed, solutions in the pure AdS3 gravity can
be obtained by bulk diffeomorphisms corresponding to
boundary conformal transformations [30].

IV. DISCUSSION

In this paper we have introduced a new quantity, the
entanglement density n̂ for relativistic field theories, and
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argued that it provides a useful encoding of certain as-
pects of gravitational dynamics via holography. We have
directly argued for its positivity using the SSA property
of EE in 2d and 3d field theories. More generally, we see
from our explicit analysis that the positivity of n̂ and the
gravitational null energy condition go hand in hand. At
the same time, we anticipate (16) to be of fundamental
importance, since it geometrically encodes the SSA and
captures second order variations of holographic entangle-
ment entropy.

While our holographic analysis was carried out for lin-
earized fluctuations around AdS3, we anticipate that (16)
holds at the non-linear level. In fact, it is tempting to
conjecture a more general statement valid in any dimen-
sion: SSA implies that the entanglement density n̂ ≥ 0
for any state of a QFT with n̂vac = 0. Furthermore,
translating the description of n̂ into holography one finds
that (3) holds for any deformation away from pure AdS
in arbitrary spacetime dimensions. To wit,

SSA =⇒ n̂± ≥ 0 , n̂vac± = 0 ,

=⇒
∫
EA

ε Nµ
(±)N

ν
(±)Eµν ≥ 0 , (17)

One could try to follow the logic of §II B to arrive at
the conclusions above, by considering variations of the
past tip of D[A] (cf., Fig. 3 with each point replaced by
Sd−3). However, this attempt runs afoul of sub-leading
divergences in the entanglement entropy from the r.h.s.
of (8) as explained in [16]. It is nevertheless interesting
to contemplate whether the entanglement density can be
used to provide further insight into c and F-theorems and
generalizations thereof.

Nevertheless we may draw the following analogy based
on the conjecture above: the statement of SSA is reminis-
cent of the second law of thermodynamics since it asserts
convexity of entanglement (but under region variation as

opposed to time variation). We are arguing that this
guarantees positivity of the entanglement density. Via
holography, generic deformations about the CFT vac-
uum (equilibrium) then increase the ‘cosmological Ein-
stein tensor’ Eµν when suitably averaged over the ex-
tremal surface. In essence, this quantity codifies a ver-
sion of gravitational second law for entanglement density.
Indeed, in the ‘long-wavelength’ (hydrodynamic) regime,
one may capture the thermal entropy production via the
entanglement density by taking A to be suitably large.
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In both quantum mechanics and corpus linguistics based on vector spaces, the notion of entanglement
provides a means for the various subsystems to communicate with each other. In this paper we
examine a number of implementations of the categorical framework of Coecke et al. [4] for natural
language, from an entanglement perspective. Specifically, our goal is to better understand in what
way the level of entanglement of the relational tensors (or the lack of it) affects the compositional
structures in practical situations. Our findings reveal that a number of proposals for verb construction
lead to almost separable tensors, a fact that considerably simplifies the interactions between the
words. We examine the ramifications of this fact, and we show that the use of Frobenius algebras
mitigates the potential problems to a great extent. Finally, we briefly examine a machine learning
method that creates verb tensors exhibiting a sufficient level of entanglement.

1 Introduction

Category theory in general and compact closed categories in particular provide a high level framework to
identify and study universal properties of mathematical and physical structures. Abramsky and Coecke
[1], for example, use the latter to provide a structural proof for a class of quantum protocols, essentially
recasting the vector space semantics of quantum mechanics in a more abstract way. This and similar
kinds of abstraction have made compact closed categories applicable to other fields with vector space
semantics, for the case of this paper, corpus linguistics. Here, Coecke et al.[4] used them to unify two
seemingly orthogonal semantic models of natural language: a syntax-driven compositional approach as
expressed by Lambek [15] and distributional models of meaning based on vector spaces. The latter
approach is capable of providing a concrete representation of the meaning of a word, by creating a
vector with co-occurrence counts of that word in a corpus of text with all other words in the vocabulary.
Distributional models of this form have been proved useful in many natural language processing tasks
[23, 17, 16], but in general they do not scale up to larger text constituents such as phrases and sentences.
On the other hand, the type-logical approaches to language as introduced in [15] are compositional but
unable to provide a convincing model of word meaning.

The unification of the two semantics paradigms is based on the fact that both a type logic expressed
as a pregroup [15] and finite dimensional vector spaces share a compact closed structure; so in prin-
ciple there exists a way to express a grammatical derivation as a morphism that defines mathematical
manipulations between vector spaces, resulting in a sentence vector. In [4], the solution was based on a
Cartesian product between the pregroup category and the category of finite dimensional vector spaces;
later this was recasted in a functorial passage from the former to the latter [19, 3, 10]. The general idea
behind any of these frameworks is that the grammatical type of each word determines the vector space
where the corresponding vector lives. Words with atomic types, such as nouns, are simple vectors living
in N. On the other hand, words with relational types, such as adjectives or verbs, live in tensor product
spaces of higher order. For instance, an intransitive verb will be an element of an order-2 space such as

http://dx.doi.org/10.4204/EPTCS.172.17
http://creativecommons.org
http://creativecommons.org/licenses/by/3.0/
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N⊗ S, whereas a transitive verb will live in N⊗ S⊗N. These tensors act on their arguments by tensor
contraction, a generalization of the familiar notion of matrix multiplication to higher order tensors.

Since every relational word is represented by a tensor, naturally entanglement becomes an impor-
tant issue in these models. Informally speaking, elements of tensor spaces which represent meanings
of relational words should be entangled to allow for a so called ‘flow of information’ (a terminology
borrowed from categorical quantum mechanics [1]) among the meanings of words in a phrase or sen-
tence. Otherwise, parts of the meaning of these words become isolated from the rest, leading to unwanted
consequences. An example would be that all sentences that have the same verb end up to get the same
meaning regardless of the rest of the context, and this is obviously not the case in language. Whereas
at least intuitively the above argument makes sense, in some of the language tasks we have been exper-
imenting with, non-entangled tensors have provided very good results. For example, in [8] Grefenstette
and Sadrzadeh provide results for verbs that are built from the outer product of their context vectors.
These results beat the state of the art of that time (obtained by the same authors in a previous paper [7])
by a considerable difference.

The purpose of the current paper is to provide a preliminary study of the entanglement in corpus
linguistics and to offer some explanation why phenomena such as the above have been the case: is
this a by-product of the task or the corpus or the specific concrete model? We work with a number
of concrete instantiations of the framework in sentence similarity tasks and observe their performances
experimentally from an entanglement point of view. Specifically, we investigate a number of models
based on the weighted relations method of [7], where a verb matrix is computed as the structural mixing
of all subject/object pairs with which it appears in the training corpus. We also test a model trained using
linear regression [2]. Our findings for the first case have been surprising. It turns out that, contrary to
intuition and despite the fact that the construction method should yield entangled matrices, the results are
very close to their rank-1 approximations, that is, they are in effect separable. We further investigate the
ramifications of this observation and try to explain the good practical predictions. We then experiment
with the linear regression model of [2] and show that the level of entanglement is much higher in the
verbs of this model. Finally, we look at a number of Frobenius variations of the weighted relation
models, such as the ones presented in [13] and a few new constructions exclusive to this paper. The
conclusions here are also surprising, but in a positive way. It seems that Frobenius models are able to
overcome the unwanted “no-flow” collapses of the separable verbs by generating a partial flow between
the verb and either its subject or its object, depending which dimension they are copying.

2 Quantizing the grammar

The purpose of the categorical framework is to map a grammatical derivation to some appropriate ma-
nipulation between vector spaces. In this section we will shortly review how this goal is achieved. Our
basic type logic is a pregroup grammar [15], built on the basis of a pregroup algebra. This is a partially
ordered monoid with unit 1, whose each element p has a left adjoint pl and a right adjoint pr. This means
that they satisfy the following inequalities:

pl · p≤ 1 p · pr ≤ 1 and 1≤ p · pl 1≤ pr · p (1)

A pregroup grammar is the pregroup freely generated over a set of atomic types, which for this paper
will be {n,s}. Here, type n refers to nouns and noun phrases, and type s to sentences. The atomic
types and their adjoints can be combined to create types for relational words. The type of an adjective,
for example, is n · nl , representing something that inputs a noun (from the right) and outputs another
noun. Similarly, the type of a transitive verb nr · s ·nl reflects the fact that verbs of this kind expect two
inputs, one noun at each side. A grammatical reduction then follows from the properties of pregroups
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and specifically the inequalities in (1) above. The derivation for the sentence ‘Happy kids play games’
has the following form:

(n ·nl) ·n · (nr · s ·nl) ·n = n · (nl ·n) ·nr · s · (nl ·n)≤ n ·1 ·nr · s ·1 = n ·nr · s≤ 1 · s = s

We refer to the free pregroup generated by a partially ordered set T as PregF(T ). Categorically, this
structure conforms to the definition of a non-symmetric compact closed category. The inequalities in (1)
correspond to the ε and η morphisms of a compact closed category, given as follows:

ε
l : Al⊗A→ I ε

r : A⊗Ar→ I (2)

η
l : I→ A⊗Al

η
r : I→ Ar⊗A (3)

Hence the above grammatical reduction becomes the following morphism:

(εr
n⊗1s)◦ (1n⊗ ε

l
n⊗1nr·s⊗ ε

l
n) (4)

Category PregF(T ) is posetal, which means that there is at most one morphism between two given
objects. To make this into a full-blown category we work with the free compact closed category gener-
ated over T , as described in [20], which we will denote CF(T ). Furthermore, let us refer to the category
of finite-dimensional vector spaces and linear maps over R as FVectW , where W is our basic distribu-
tional vector space with an orthonormal basis {wi}i. This category is again compact closed (although a
symmetric one, since W ∼=W ∗), with the ε and η maps given as follows:

ε
l = ε

r : W ⊗W → R :: ∑
i j

ci j(
−→wi⊗−→w j) 7→∑

i j
ci j〈−→wi |−→w j〉 (5)

η
l = η

r : R→W ⊗W :: 1 7→∑
i

−→wi⊗−→wi (6)

The transition from a pregroup reduction to a morphism between vector spaces is achieved by a
strongly monoidal functor F : CF(T )→ FVectW that preserves the compact structure so that F (Al) =
F (A)l and F (Ar) = F (A)r. Further, since FVectW is symmetric and W has a fixed basis, we have that
F (A)r = F (A)l ∼= F (A). As motivated in previous work [13], we assume that F assigns the basic
vector space W to both of the atomic types, that is we have:

F (n) = F (s) =W (7)

The partial orders between the atomic types are mapped to linear maps from W to W by functoriality.
The adjoints of atomic types are also mapped to W , whereas the complex types are mapped to tensor
products of vector spaces:

F (n ·nl) = F (nr · s) =W ⊗W F (nr · s ·nl) =W ⊗W ⊗W (8)

We are now in position to define the meaning of a sentence w1w2 . . .wn with type reduction α as
follows:

F (α)(−→w1⊗−→w2⊗ . . .⊗−→wn) (9)

For example, the meaning of the sentence ‘happy kids play games’, which has the grammatical
reduction (4), is computed as follows:

F
[
(εr

n⊗1s)◦ (1n⊗ ε
l
n⊗1nr·s⊗ ε

l
n)
](

happy⊗
−−→
kids⊗ play⊗−−−→games

)
=

(εW ⊗1W )◦ (1W ⊗ εW ⊗1W⊗W ⊗ εW )
(

happy⊗
−−→
kids⊗ play⊗−−−→games

)
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The above categorical computations simplify to the following form:

(happy×
−−→
kids)T× play×−−−→games (10)

where symbol × denotes tensor contraction and the above is a vector living in our basic vector space W .

3 Pictorial calculus

Compact closed categories are complete with regard to a pictorial calculus [14, 24], which can be used
for visualizing the derivations and simplifying the computations. We introduce the fragment of calculus
that is relevant to the current paper. A morphism f : A→ B is depicted as a box with incoming and
outgoing wires representing the objects; the identity morphism 1A : A→ A is a straight line.

A

f A

B

Recall that the objects of FVectW are vector spaces. However, for our purposes it is also important
to access individual vectors within a vector space. In order to do that, we represent a vector −→v ∈ V as
a morphism −→v : I→ V . The unit object is depicted as a triangle, while the number of wires emanating
from it denotes the order of the corresponding tensor.

V V W V W Z

Tensor products of objects and morphisms are depicted by juxtaposing the corresponding diagrams
side by side. Composition, on the other hand, is represented as a vertical superposition. For example,
from left to right, here are the pictorial representations of the tensor of a vector in A with a vector in B,
a tensor of morphisms f ⊗g : A⊗C→ B⊗D, and a composition of morphisms h◦ f for f : A→ B and
h : B→C:

A

A C f

Bf g

hA B
B D

C

The ε-maps are represented as cups (∪) and the η-maps as caps (∩). Equations such as (ε l
A⊗1Ar)◦

(1Al ⊗ηr
A) = 1A now get an intuitive visual justification:

Al A Al A Ar = A
A Ar

We are now in position to provide a diagram for the meaning of the sentence ‘happy kids play games’.
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happy kids play games

W W W W W W W

We conclude this section with one more addition to our calculus. As in most quantum protocols,
some times the flow of information in linguistics requires elements of classical processing; specifically,
we will want the ability to copy and delete information, which can be provided by introducing Frobenius
algebras. In FVect, any vector space V with a fixed basis {−→vi } has a Frobenius algebra over it given by
Eqs. 11 below.

∆ V µ V V

V V V

∆ ::−→vi 7→ −→vi ⊗−→vi ι ::−→vi 7→ 1 (11)

µ ::−→vi ⊗−→v j 7→ δi j
−→vi :=

{ −→vi i = j
−→
0 i 6= j

ζ :: 1 7→∑
i

−→vi

4 Entanglement in quantum mechanics and linguistics

Given two non-interacting quantum systems A and B, where A is in state |ψ〉A and B in state |ψ〉B, we
denote the state of the composite system A⊗B by |ψ〉A⊗|ψ〉B. States of this form that can be expressed
as the tensor product of two state vectors are called product states, and they constitute a special case of
separable states. In general, however, the state of a composite system is not necessarily a product state
or even a separable one. Fixing bases {|i〉A} and {| j〉B} for the vector spaces of the two states, a general
composite state (separable or not) is denoted as follows:

|ψ〉AB = ∑
i j

ci j|i〉A⊗| j〉B (12)

In the case of a pure quantum state, |ψ〉AB is separable only if it can be expressed as the tensor product
of two vectors; otherwise it is entangled. In a similar way, the tensor of a relational word is separable if
it is equal to the tensor product of two vectors. In our graphical calculus, these objects are depicted by
the juxtaposition of two or more triangles:

V W

In general, a tensor is not separable if it is a linear combination of many separable tensors. The
number of separable tensors needed to express the original tensor is equal to the tensor rank. Graphically,
a tensor of this form is shown as a single triangle with two or more legs:

V W

5 Consequences of separability

In categorical quantum mechanics terms, entangled states are necessary to allow the flow of information
between the different subsystems. In this section we show that the same is true for linguistics. Consider
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the diagram of our example derivation, where all relational words are now represented by separable
tensors (in other words, no entanglement is present):

happy kids play games

W W W W W W W

In this version, the ε-maps are completely detached from the components of the relational tensors that
carry the results (left-hand wire of the adjective and middle wire of the verb); as a consequence, flow
of information is obstructed, all compositional interactions have been eliminated, and the meaning of
the sentence is reduced to the middle component of the verb (shaded vector) multiplied by a scalar, as
follows (superscripts denote the left-hand, middle, and right-hand components of separable tensors):

〈
−−−→
happy(r)|

−−→
kids〉〈

−−−→
happy(l)|

−−→
play(l)〉〈

−−→
play(r)|−−−→games〉

−−→
play(m)

Depending on how one measures the distance between two sentences, this is a very unwelcome
effect, to say the least. When using cosine distance, the meaning of all sentences with ‘play’ as the
verb will be exactly the same and equal to the middle component of the ‘play’ tensor. For example, the
sentence “trembling shadows play hide-and-seek” will have the same meaning as our example sentence.
Similarly, the comparison of two arbitrary transitive sentences will be reduced to comparing just the
middle components of their verb tensors, completely ignoring any surrounding context. The use of
Euclidean distance instead of cosine would slightly improve things, since now we would be at least able
to also detect differences in the magnitude between the two middle components. Unfortunately, this
metric has been proved not very appropriate for distributional models of meaning, since in the vastness
of a highly dimensional space every point ends up to be almost equidistant from all the others. As a
result, most implementations of distributional models prefer the more relaxed metric of cosine distance
which is length-invariant. Table 1 presents the consequences of separability in a number of grammatical
constructs.

Structure Simplification Cos-measured result

adjective-noun ad j×−−→noun = (
−→
ad j(l)⊗

−→
ad j(r))×−−→noun = 〈

−→
ad j(r)|−−→noun〉 ·

−→
ad j(l)

−→
ad j(l)

intrans. sentence
−−→
sub j× verb =

−−→
sub j× (

−−→
verb(l)⊗

−−→
verb(r)) = 〈

−−→
sub j|

−−→
verb(l)〉 ·

−−→
verb(r)

−−→
verb(r)

verb-object verb×
−→
ob j = (

−−→
verb(l)⊗

−−→
verb(r))×

−→
ob j = 〈

−−→
verb(r)|

−→
ob j〉 ·

−−→
verb(l)

−−→
verb(l)

transitive sentence

−−→
sub j× verb×

−→
ob j =

−−→
sub j× (

−−→
verb(l)⊗

−−→
verb(m)⊗

−−→
verb(r))×

−→
ob j =

〈
−−→
sub j|

−−→
verb(l)〉 · 〈

−−→
verb(r)|

−→
ob j〉 ·

−−→
verb(m)

−−→
verb(m)

Table 1: Consequences of separability in various grammatical structures. Superscripts (l), (m) and (r)
refer to left-hand, middle, and right-hand component of a separable tensor
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6 Concrete models for verb tensors

Whereas for the vector representations of atomic words of language one can use the much-experimented-
with methods of distributional semantics, the tensor representations of relational words is a by-product
of the categorical framework whose concrete instantiations are still being investigated. A number of
concrete implementations have been proposed so far, e.g. see [7, 13, 9, 12]. These constructions vary
from corpus-based methods to machine learning techniques. One problem that researchers have had to
address is that tensors of order higher than 2 are difficult to create and manipulate. A transitive verb, for
example, is represented by a cuboid living in W⊗3; if the cardinality of our basic vector space is 1000
(and assuming a standard floating-point representation of 8 bytes per real number), the space required
for just a single verb becomes 8 gigabytes. A workaround to this issue is to initially create the verb as a
matrix, and then expand it to a tensor of higher order by applying Frobenius ∆ operators–that is, leaving
one or more dimensions of the resulting tensor empty (filled with zeros).

A simple and intuitive way to create a matrix for a relational word is to structurally mix the arguments
with which this word appears in the training corpus [7]. For a transtive verb, this would be given us:

verb = ∑
i
(
−−−−−→
sub jecti⊗

−−−−→
ob jecti) (13)

where
−−−−−→
sub jecti and

−−−−→
ob jecti are the vectors of the subject/object pair for the ith occurrence of the verb

in the corpus. The above technique seems to naturally result in an entangled matrix, assuming that the
family of subject vectors exhibit a sufficient degree of linear independence, and the same is true for
the family of object vectors. Compare this to a straightforward variation which naturally results in a
separable matrix, as follows:

verb =

(
∑

i

−−−−−→
sub jecti

)
⊗

(
∑

i

−−−−→
ob jecti

)
(14)

In what follows, we present a number of methods to embed the above verbs from tensors of order 2
to tensors of higher order, as required by the categorical framework.

Relational In [7], the order of a sentence space depends on the arity of the verb of the sentence; for a
transitive sentence the result will be a matrix, for an intransitive one it will be a vector, and so on. For the
transitive case, the authors expand the original verb matrix to a tensor of order 4 (since now S = N⊗N,
the original N⊗S⊗N space becomes N⊗4) by copying both dimensions using Frobenius ∆ operators as
shown below:

Linear-algebraically, the meaning of a transitive sentence is a matrix living in W ⊗W obtained by the
following equation:

sub j verb ob j = (sub j⊗ob j)� verb (15)

where the symbol � denotes element-wise multiplication.
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Frobenius The above method has the limitation that sentences of different structures live in spaces of
different tensor orders, so a direct comparison thereof is not possible. As a solution, Kartsaklis et al.
[13] propose the copying of only one dimension of the original matrix, which leads to the following two
possibilities:

The result is now a vector, computed in the following way, respectively for each case:

Copy-subject:
−−−−−−−−−→
sub j verb ob j =

−−→
sub j� (verb×

−→
ob j) (16)

Copy-object:
−−−−−−−−−→
sub j verb ob j =

−→
ob j� (verb

T×
−−→
sub j) (17)

Each one of the vectors obtained from Eqs. 16 and 17 above addresses a partial interaction of the
verb with each argument. It is reasonable then to further combine them in order to get a more complete
representation of the verb meaning (and hence the sentence meaning). We therefore define three more
models, in which this combination is achieved through vector addition (Frobenius additive), element-
wise multiplication (Frobenius multiplicative), and tensor product (Frobenius tensored) of the above.

We conclude this section with two important comments. First, although the use of a matrix for
representing a transitive verb might originally seem as a violation of the functorial relation with a pre-
group grammar, this is not the case in practice; the functorial relation is restored through the use of the
Frobenius operators, which produce a tensor of the correct order, as required by the grammatical type.
Furthermore, this notion of “inflation” has the additional advantage that can also work from a reversed
perspective: a matrix created by Eq. 13 can be seen as an order-3 tensor originally in N⊗S⊗N where
the S dimension has been discarded by a ζ Frobenius map. Using this approach, Sadrzadeh and col-
leagues provide intuitive analyses for wh-movement phenomena and discuss compositional treatments
of constructions containing relative pronouns [21, 22].

Finally, we would like to stress out the fact that, despite of the actual level of entanglement in our
original verb matrix created by Eq. 13, the use of Frobenius operators as described above equips the
inflated verb tensors with an extra level of entanglement in any case. As we will see in Sect. 8 when
discussing the results of the experimental work, this detail will be proven very important in practice.

7 Experiments

7.1 Creating a semantic space

Our basic vector space is trained from the ukWaC corpus [5], originally using as a basis the 2,000 content
words with the highest frequency (but excluding a list of stop words as well as the 50 most frequent
content words since they exhibit low information content). As context we considered a 5-word window
from either side of the target word, whereas for our weighting scheme we used local mutual information
(i.e. point-wise mutual information multiplied by raw counts). The vector space was normalized and
projected onto a 300-dimensional space using singular value decomposition (SVD). These choices are
based on our best results in a number of previous experiments [12, 11].

7.2 Detecting sentence similarity

In this section we test the various compositional models of Sect. 6 in two similarity tasks involving pairs
of transitive sentences; for each pair, we construct composite vectors for the two sentences, and then we
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measure their semantic similarity using cosine distance and Euclidean distance. We then evaluate the
correlation of each model’s performance with human judgements, using Spearman’s ρ . In the first task
[7], the sentences to be compared are constructed using the same subject and object and semantically
correlated verbs, such as ‘spell’ and ‘write’; for example, ‘pupils write letters’ is compared with ‘pupils
spell letters’. The dataset consists of 200 sentence pairs.

We are especially interested in measuring the level of entanglement in our verb matrices as these
are created by Eq. 13. In order to achieve that, we compute the rank-1 approximation of all verbs
in our dataset. Given a verb matrix verb, we first compute its SVD so that verb = UΣVT, and then
we approximate this matrix by using only the highest eigenvalue and the related left and right singular
vectors, so that verbR1 = U1Σ1VT

1 . We compare the composite vectors created by the original matrix
(Eq. 13), their rank-1 approximations, and the results of the separable model of Eq. 14. We also use a
number of baselines: in the ‘verbs-only’ model, we compare only the verbs (without composing them
with the context), while in the additive and multiplicative models we construct the sentence vectors by
simply adding and element-wise multiplying the distributional vectors of their words.

The results (Table 2) revealed a striking similarity in the performances of the entangled and separable
versions. Using cosine distance, all three models (relational, rank-1 approximation, separable model)
have essentially the same behaviour; with Euclidean distance, the relational model performs again the
same as its rank-1 approximation, while this time the separable model is lower.

Model ρ with cos ρ with Eucl.
Verbs only 0.329 0.138
Additive 0.234 0.142
Multiplicative 0.095 0.024
Relational 0.400 0.149
Rank-1 approx. of relational 0.402 0.149
Separable 0.401 0.090
Copy-subject 0.379 0.115
Copy-object 0.381 0.094
Frobenius additive 0.405 0.125
Frobenius multiplicative 0.338 0.034
Frobenius tensored 0.415 0.010
Human agreement 0.60

Table 2: Results for the first dataset (same subjects/objects, semantically related verbs)
.

The inevitable conclusion that Eq. 13 actually produces a separable matrix was further confirmed by
an additional experiment: we calculated the average cosine similarity of the original matrices with their
rank-1 approximations, a computation that revealed a similarity as high as 0.99. Since this result might
obviously depend on the form of the noun vectors used for creating the verb matrix, this last experiment
was repeated with a number of variations of our basic vector space, getting in every case similarities
between verb matrices and their rank-1 approximations higher than 0.97. The observed behaviour can
only be explained with the presence of a very high level of linear dependence between the subject vectors
and between the object vectors. If every subject vector can be expressed as a linear combination of a small
number of other vectors (and the same is true for the family of object vectors), then this would drastically
reduce the entanglement of the matrix to the level that it is in effect separable.

Our observations are also confirmed in the second sentence similarity task. Here, we use a variation
of one of the datasets in [12], consisting of 108 pairs of transitive sentences. The difference with our first
task is that now the sentences of a pair are unrelated in a word level, i.e. subjects, objects, and verbs are
all different. The results for this second experiment are presented in Table 3.
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Model ρ with cos ρ with Eucl.
Verbs only 0.449 0.392
Additive 0.581 0.542
Multiplicative 0.287 0.109
Relational 0.334 0.173
Rank-1 approx. of relational 0.333 0.175
Separable 0.332 0.105
Copy-subject 0.427 0.096
Copy-object 0.198 0.144
Frobenius additive 0.428 0.117
Frobenius multiplicative 0.302 0.041
Frobenius tensored 0.332 0.042
Human agreement 0.66

Table 3: Results for the second dataset (different subjects, objects and verbs)
.

As a general observation about the performance of the various models in the two tasks, we note the
high scores achieved by the Frobenius models when one uses the preferred method of measurement,
that of cosine similarity. Especially the Frobenius additive has been proved to perform better than
the Relational model, having the additional advantage that it allows comparison between sentences of
different structures (since every sentence vector lives in W ).

8 Discussion

The experiments of Sect. 7 revealed an unwelcome property of a method our colleagues and we have
used in the past for creating verb tensors in the context of compositional models [7, 13, 12]. The fact that
the verb matrix is in effect separable introduces a number of simplifications in the models presented in
Sect. 6. More specifically, the Relational model of [7] is reduced to the following:

= sub j verb ob j = (
−−→
sub j�

−−→
verb(l))⊗ (

−−→
verb(r)�

−→
ob j)

Furthermore, the Frobenius models of [13] get these forms:

= =

which means, for example, that the actual equation behind the successful Frobenius additive model is

−−−−−−−−−→
sub j verb ob j = (

−−→
sub j�

−−→
verb(l))+(

−−→
verb(r)�

−→
ob j) (18)

Despite the simplifications presented above, note that none of these models degenerates to the level
of producing “constant” vectors or matrices, as argued for in Sect. 5. Indeed, especially in the first task
(Table 2) the Frobenius models present top performance, and the relational models follow closely. The
reason behind this lies in the use of Frobenius ∆ operators for copying the original dimensions of the
verb matrix, a computation that equipped the fragmented system with flow, although not in the originally
intended sense. The compositional structure is still fragmented into two parts, but at least now the copied
dimensions provide a means to deliver the results of the two individual computations that take place,
one for the left-hand part of the sentence and one for the right-hand part. Let us see what happens when
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we use cosine distance in order to compare the matrices of two transitive sentences created with the
Relational model (the separable version of a verb matrix verb is denoted by

−−→
verb(l)⊗

−−→
verb(r)):

〈
sub j1 verb1 ob j1

∣∣sub j2 verb2 ob j2
〉

=〈
(
−−→
sub j1�

−−→
verb(l)1 )⊗ (

−−→
verb(r)1 �

−→
ob j1)

∣∣∣(−−→sub j2�
−−→
verb(l)2 )⊗ (

−−→
verb(r)2 �

−→
ob j2)

〉
=〈−−→

sub j1�
−−→
verb(l)1

∣∣∣−−→sub j2�
−−→
verb(l)2

〉〈−−→
verb(r)1 �

−→
ob j1

∣∣∣−−→verb(r)2 �
−→
ob j2

〉
As also computed and pointed out in [6], the two sentences are broken up to a left-hand part and

a right-hand part, and two distinct comparisons take place. As long as we compare sentences of the
same structure, as we did here, this method is viable. On the other hand, the Frobenius models and
their simplifications such as the one in (18) do not have this restriction; in principle, all sentences are
represented by vectors living in the same space, so any kind of comparison is possible. In case, however,
we do compare sentences of the same structure, these models have the additional advantage that also
allow comparisons between different sentence parts; this can be seen in the dot product of two sentences
created by Eq. 18, which gets the following form:

〈−−→
sub j1�

−−→
verb(l)1

∣∣∣−−→sub j2�
−−→
verb(l)2

〉
+
〈−−→

sub j1�
−−→
verb(l)1

∣∣∣−−→verb(r)2 �
−→
ob j2

〉
+〈−−→

verb(r)1 �
−→
ob j1

∣∣∣−−→sub j2�
−−→
verb(l)2

〉
+
〈−−→

verb(r)1 �
−→
ob j1

∣∣∣−−→verb(r)2 �
−→
ob j2

〉
9 Using linear regression for entanglement

Corpus-based methods for creating tensors of relational words, such as the models presented so far in this
paper, are intuitive and easy to implement. As our experimental work shows, however, this convenience
comes with a price. In practice, one would expect that more robust machine learning techniques would
produce more reliable tensor representations for composition.

In this section we apply linear regression (following [2]) in order to train verb matrices for a variation
of our second experiment, in which we compare elementary verb phrases of the form verb-object [18] (so
the subjects are dropped). In order to create a matrix for, say, the verb ‘play’, we first collect all instances
of the verb occurring with some object in the training corpus, and then we create non-compositional
holistic vectors for these elementary verb phrases following exactly the same methodology as if they
were words. We now have a dataset with instances of the form 〈

−−→
ob ji,

−−−−−−→
play ob ji〉 (e.g. the vector of ‘flute’

paired with the holistic vector of ‘play flute’, and so on), that can be used to train a linear regression model
in order to produce an appropriate matrix for verb ‘play’. The premise of a model like this is that the
multiplication of the verb matrix with the vector of a new object will produce a result that approximates
the distributional behaviour of all these elementary two-word exemplars used in training. For a given
verb, this is achieved by using gradient descent in order to minimize the total error between the observed
vectors and the vectors predicted by the model, expressed by the following quantity:

1
2m

(
∑

i
verb×

−−−→
ob ject i−

−−−−−−−−→
verb ob jecti

)2

(19)

where m is the number of training instances. The average cosine similarity between the matrices we
got from this method and their rank-1 approximation was only 0.48, showing that in general the level of
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entanglement produced by this method is reasonably high. This is also confirmed by the results in Table
4; the rank-1 approximation model presents the worst performance, since, as you might recall from the
discussion in Sect. 5, separability here means that every verb-object composition is reduced to the left
component of the verb matrix, completely ignoring the interaction with the object.

Model ρ with cos ρ with Eucl.
Verbs only 0.331 0.267
Holistic verb-phrase vectors 0.403 0.214
Additive 0.379 0.385
Multiplicative 0.301 0.229
Linear regression 0.349 0.144
Rank-1 approximation of LR matrices 0.119 0.082
Human agreement 0.55

Table 4: Results for the verb-phrase similarity task

10 Conclusion
The current study takes a closer look to an aspect of tensor-based compositional models of meaning that
so far had escaped the attention of researchers. The discovery that a number of concrete instantiations of
the categorical framework proposed in [4] produce relational tensors that are in effect separable stresses
the necessity of similar tests for any linear model that follows the same philosophy. Another contribu-
tion of this work was that it showed this is not necessarily a bad thing. The involvement of Frobenius
operators in the creation of verb tensors equips the compositional structure with the necessary flow, so
that a comparison between two sentence vectors can be still carried out between individual parts of each
sentence. Therefore, approaches such as the Frobenius additive model proposed in this paper can be still
considered as viable and “easy” alternatives to more robust machine learning techniques, such as the
gradient optimization technique discussed in Sect. 9.
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Investigating student understanding of quantum entanglement 
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Abstract. Quantum entanglement is a central concept of quantum theory for multiple particles. 

Entanglement played an important role in the development of the foundations of the theory and makes 

possible modern applications in quantum information technology. As part of the QuVis Quantum 

Mechanics Visualization Project, we developed an interactive simulation Entanglement: The nature of 

quantum correlations using two-particle entangled spin states. We investigated student understanding of 

entanglement at the introductory and advanced undergraduate levels by collecting student activity and post-

test responses using two versions of the simulation and carrying out a small number of student interviews. 

Common incorrect ideas found include statements that all entangled states must be maximally entangled 

(i.e. show perfect correlations or anticorrelations along all common measurement axes), that the spins of 

particles in a product state must have definite values (cannot be in a superposition state with respect to 

spin) and difficulty factorizing product states. Outcomes from this work will inform further development of 

the QuVis Entanglement simulation.  

 
 PACS:  01.50.ht, 03.65.Ud 

 

I. INTRODUCTION 

 For classical composite systems each of the subsystems 

has well-defined properties. For quantum-mechanical 

composite systems, there exist states for which the wave 

function of the composite system is known, but the 

subsystems cannot be described in terms of individual wave 

functions and thus cannot be described separately. Such 

states for which the total wave function is not the product of 

individual wave functions, e.g. is not factorizable, are called 

entangled. Thus, entangled states are not product states.  

 Schrödinger famously stated that “entanglement is not 

one but rather the characteristic trait of quantum 

mechanics” [1]. A remarkable feature is that two entangled 

quantum particles can show correlations in measurement 

outcomes that are not reproducible by classical models. 

Through this feature, entanglement has important physical 

consequences including the Bell inequalities and 

applications in teleportation, quantum computing and 

cryptography [2-4].  

 Given the key role of entanglement in the description of 

quantum systems of multiple particles, helping students 

come to a correct understanding of entanglement is an 

important instructional goal.  Existing studies of student 

difficulties in quantum mechanics cover various topics but 

do not include entanglement [5]. As part of the QuVis 

Quantum Mechanics Visualization Project [6], we have 

developed an interactive simulation Entanglement: The 

nature of quantum correlations (henceforth referred to as 

the Entanglement simulation) using two-particle entangled 

spin states. The simulation allows students to explore 

experimental outcomes for various input states and easily 

switch between product states and entangled states [7]. In 

this study, we investigated student understanding of 

entanglement using two versions of the simulation. Our 

aims in this work are to assess what common incorrect 

ideas persist after instruction and Entanglement simulation 

use. Outcomes will inform further development of this 

simulation.  

II. METHODOLOGY 

 The QuVis Entanglement simulation does not require 

the mathematical formalism of tensor products and is aimed 

at the introductory and advanced undergraduate levels. A 

screenshot of the revised, second version of the simulation 

is shown in Fig. 1. The simulation shows a source of 

particle pairs in the middle of two Stern-Gerlach 

apparatuses (SGAs), which can be jointly rotated along two 

orthogonal axes, denoted X and Z. The states | ↑𝐴〉  and 

| ↓𝐵〉 refer to spin-up and spin-down states along the Z-axis 

for particles A and B respectively. Students can choose 

between different input states (left panel in Fig. 1) and send 

particle pairs through the experiment. The individual and 

paired measurement outcomes and the correlation 

coefficient are shown (middle and right panels in Fig. 1). 

The correlation coefficient is the average value of the 

product of the two measurement outcomes, defined as +1 

when the deflections are the same and –1 when the 

deflections are opposite. A correlation coefficient of +1 

implies perfect correlation, of –1 perfect anticorrelation. 

Besides the “Controls” view shown in Fig. 1, the simulation 

also includes explanatory texts in the “Introduction” and 

“Step-by-step Explanation” views.  

In the initial first version of the simulation, users could only 

choose between three fixed input states, including one 
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FIG 1.  A screenshot of the “Controls” view of the revised version of the Entanglement simulation. 

entangled state (see Fig. 2). Users could choose to display 

the states in the X or Z basis, and show the states as 

products of the two individual particle states or in expanded 

form as depicted in Fig. 2. Due to difficulties found (see 

section Outcomes), the revised simulation shows the first 

two states in both the X and Z bases. It allows users to 

create their own state by putting together different two-

particle spin states, as shown in the lower-left panel of Fig. 

1. The revised version also allows users to choose between 

two different notations for the spin states.  

 The accompanying activity to the revised simulation 

shown in Fig. 1 asks students to explain the observed 

individual and paired measurement outcomes and the 

correlation coefficient for the first input state (a product 

state) considering both orientations of the Stern-Gerlach 

apparatuses. Students are asked to rewrite this state in the X 

basis and explain why this state is a product state. The 

activity then asks students to choose the second input state 

(a maximally entangled state that always has opposite 

outcomes), and to compare and contrast the previous 

product state and this entangled state in terms of 

measurement outcomes. Students are then asked to use the 

“Create your own state” option to create entangled states 

with different correlations, including an entangled state for 

which there are no correlations in the X and Z bases. 

Students are also asked whether a product state implies that 

the spins of particles have definite values. The activity to 

the original version of the simulation was similar, but did 

not include the parts where students create their own states 

as this option was not available (see Fig. 2).  

 We collected written responses to the Entanglement 

simulation activity and in cases also written post-test 

 

responses using the original and the revised versions of the 

simulation (see Table 1). The 2015 post-test questions are 

shown in Fig. 3. For post-test question 1, states a) and d) 

are entangled. For post-test question 2, only statement II is 

correct. The post-test questions are multiple-choice, but 

students were asked to explain their reasoning for each 

question. Trials using the simulation were carried out in an 

introductory quantum physics course (often the first 

university course in quantum physics that students take, 

similar to a US Modern Physics course) and a senior-level 

Advanced Quantum Mechanics course, both at the 

University of St Andrews.  
 

 
FIG 2. A screenshot showing parts of the original version 

of the Entanglement simulation. Only three fixed input 

states are available. States are shown in either the X or Z 

basis, not both simultaneously. 

 Revisions were incorporated into the simulation prior to 

the 2015 trial based on analysis of the 2013 and 2014 trials. 

For the advanced course, post-tests were given in the  
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TABLE 1. The table shows the number N of activity and 

post-test responses where applicable collected from courses 

at the University of St Andrews. The 2013 and 2014 

courses used the initial version of the simulation, the 2015 

course used the revised version.  
 

Level Year N Post-test Simulation 
use 

Introductory 2013 59 none 
Computer 
workshop 

Advanced 2014 24 Post-test Homework 

Introductory 2015 79 Post-test 
Computer 
workshop 

  

lecture directly after homework submission. For the 

introductory course, the post-test was completed in the last 

minutes of a 50-minute computer workshop. We also 

carried out interviews in 2015 with five students from the 

introductory level a few days after the Entanglement 

simulation was used. These interviews confirmed our 

interpretation of written student reasoning. 
 

 

 
FIG 3. The 2015 post-test questions. Question 1 of the 

2014 post-test only included options a), b) and c). Question 

2 was only used in 2015.  

 We marked written responses to the activity questions as 

correct, partially correct, incorrect and unanswered and 

compiled the fractions of each per question. For the post-

tests, we analyzed students’ choices and reasoning in 

assessing correctness of responses and incorrect ideas, with 

both reasoning and choices needing to be correct for a 

response to be coded as correct. We coded incorrect and 

partially correct responses using an emergent coding 

scheme, using the same codes for the activity responses and 

the post-test responses. The 2013 and 2014 activity 

responses and post-test responses including reasoning were 

coded by both authors and checked for inter-rater 

reliability. Categories with disagreement were discussed 

and revised until high inter-rater reliability was achieved 

(88% agreement for the 2013 data and 86% for the 2014 

data). Due to time constraints, the 2015 data was only 

coded by one author and checked for consistency by the 

other author using a subset of the data.  

 In the lectures, the introductory course only discussed a 

maximally-entangled two-particle state, and did not define 

entangled states in terms of not factorizable states. Thus, 

introductory students were learning about product states 

and non-maximally entangled states from the simulation 

alone. In the advanced course lectures, entanglement was 

introduced via states that are not product states but the 

focus was primarily on maximally-entangled states and the 

density matrix formalism. 

III. OUTCOMES 

In what follows, we discuss common incorrect ideas 

found in student reasoning. Frequencies across the different 

levels and years are summarized in Table 2. 

A. For an entangled state, if you know the 

measurement outcome of one particle, the outcome of 

the other particle is completely determined. Entangled 

states show either perfect correlations or perfect 

anticorrelations along all common axes. This idea 

incorrectly assumes that all entangled states are maximally-

entangled, i.e. show either perfect correlation or perfect 

anticorrelation along all common measurement axes. A 

typical student response describing entanglement 

illustrating this idea is “If you make a measurement on one 

particle, you know the measurement of the other and they 

have to be either the opposite or either the same.”   

The 2014 post-test question 1 included three states 

(options a) to c) in Fig. 3, one maximally-entangled state 

and two product states). Five advanced level students 

correctly identified the entangled state, but incorrectly 

reasoned that product states are those for which the 

outcome of one particle is not fixed when the other is 

measured. For example, a student reasons “for a) the two 

outcomes of the experiment are both A and B measuring the 

same spin. This means that there is a dependence upon the 

measurement of A on B and vice versa. Hence a) is an 

entangled state. For the other states the outcomes can differ 

in whether A and B measured the same or opposite spin, 

hence no dependence exists between the measurements. 

Therefore b) and c) are not entangled.”   

These outcomes led us to develop the “Create your own 

state” option in the revised simulation (see Fig. 1) used in 

2015. The revised activity now asks students to create 

entangled states that do not exhibit perfect correlations or 

anticorrelations. However, 28 students (35%) in the 2015 

introductory level trial incorrectly agreed with post-test 

question 2 statement I (see Fig. 3), showing that this 

incorrect idea persists even after students made use of the 

revised simulation.  

 B.  Incorrect properties of product states, e.g. that 

product states can be entangled states along a different 

basis, or that product states can also show perfect 
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correlations along all bases. These ideas are linked with 

difficulties translating a state from the Z to the X basis. The 

2015 activity explicitly asked students to rewrite a state 

given in the Z basis in the X basis, and asked “If a state is a 

product state along Z, will it also be a product state along 

X?” These two questions were amongst the most poorly 

answered, with 74% and 78% correct respectively. Also, 23 

students (29%) in the 2015 post-test incorrectly disagreed 

with statement II of question 2 (Fig. 3). Of these students, 

11 (14%) used reasoning similar to “[statement] II is not 

correct because product states can exist where there is 

perfect anticorrelation or correlation along X and Z.” The 

2013 and 2014 data did not include questions testing for 

this difficulty. 

C.  Particles in a product state must have definite 

spin values (i.e., not be in a superposition of spin states). 
For the introductory 2013 course, 6 of 59 students (10%) 

stated that this is the case in response to a question 

“Entangled states are not product states. Interpret this 

statement physically.” For example, a student states “For a 

product state both particles have a definite value of spin 

measured along a given axis. For an entangled state both 

particles do not have well-defined spins although their 

relative spins are always well-defined.” In the 2015 activity 

to the revised simulation, we explicitly asked “Does a 

product state imply that the spins of the particles have 

definite values?” 10 of 79 (13%) students incorrectly stated 

that this is the case. Several answers stated (not seen in the 

2013 responses) that at least one of the particles must have 

a definite spin. For example, a student states “It implies that 

at least one half of the particle pair does.“ This difficulty 

was only seen at the introductory level.  
D.  Incorrectly stating that a product state is an 

entangled state, due to difficulties converting a product 
state written as a sum of two-particle terms into the 
factorized form as a product of two single-particle 
states. In the advanced level course, 5 students (21%) 
stated on question 1 of the post-test (Fig. 3) that  
1/√2 (| ↓𝐴〉| ↑𝐵〉  − | ↓𝐴〉|↓𝐵〉) is an entangled state as it 
could not be factorized, i.e. did not recognize that this is the 
product state 1/√2 | ↓𝐴〉 (| ↑𝐵〉 −  | ↓𝐵〉). In the 2015 post-
test 8 students (10%) stated the above state could not be 
factorized. 13 students (16%) stated that state b) (Fig. 3) is 
an entangled state as it could not be factorized, whereas this 
is the product 1/2 (| ↑𝐴〉 +  | ↓𝐴〉) (| ↑𝐵〉 + | ↓𝐵〉). For the 
2015 trial, 27 students in total did not factorize states 
correctly in the post-test (some responses incorrectly 
factorized entangled states). The 2013 activity did not 
include questions assessing this difficulty.  

 Other difficulties seen with lower frequencies include 

the incorrect ideas that a quantum state with multiple terms 

must be an entangled state and that entangled states and 

mixtures are experimentally indistinguishable. There were 

also incorrect assignments of correlations to quantum states, 

e.g. stating that a correlation coefficient of +1 implies the 

individual outcomes must be completely random.  

 

TABLE 2. Frequencies of common difficulties found; 

codes as in the text. Student numbers are in parentheses.  
 

Code Intro 

2013 

Activity 

Advanced 

2014 

Post-test 

Intro 

2015 

Activity 

Intro 

2015 

Post-test 

A 8% (5)  21% (5) 33% (26)  35% (28)  

B 0% (0) 0% (0) 16% (13)  14% (11)  

C 10% (6)  0% (0) 13% (10)  0% (0) 

D 0% (0) 21 % (5)  10% (8)  34% (27)  
 

IV. CONCLUSIONS  

 These findings point to difficulties with the relations 

between superposition and entanglement (entanglement 

implies superposition but not vice versa, code C) and 

perfect correlations / anticorrelations along multiple axes 

and entanglement (these correlations imply entanglement 

but not vice versa, codes A and B). Based on these 

outcomes, we plan to revise the Entanglement simulation to 

include another view where students can change the 

coefficients in an entangled state to explore the transition 

between maximal and non-maximal entanglement. We plan 

to add help texts showing how to convert between a sum of 

terms and the factorized form for a product state and to 

translate a state from the Z to the X basis. We plan to add a 

“Challenges” view with multiple challenges targeting the 

difficulties found. Future work will aim to elicit underlying 

reasons for the difficulties found in this study, and evaluate 

the effectiveness of these further simulation revisions using 

pre- and post-tests and student interviews. 
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INTRODUCTION

Marine plastic pollution

Anthropogenic materials, the majority of them plas-
tic, are accumulating on the surface of the oceans, in
the water column and on the seabed (Thompson et al.

2004). The durability of plastic means that it may per-
sist for centuries (Barnes et al. 2009). It is estimated
that 4.8 to 12.7 million tonnes of plastic waste could be
entering the marine environment annually (Jambeck
et al. 2015). Over 700 marine species have been
demonstrated to interact with marine plastic pollution
(Gall & Thompson 2015), which presents a risk to ani-
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ABSTRACT: Entanglement in anthropogenic debris poses a threat to marine wildlife. Although
this is recognised as a cause of marine turtle mortality, there remain quantitative knowledge gaps
on entanglement rates and population implications. We provide a global summary of this issue in
this taxon using a mixed methods approach, including a literature review and expert opinions
from conservation scientists and practitioners worldwide. The literature review yielded 23 reports
of marine turtle entanglement in anthropogenic debris, which included records for 6 species, in all
ocean basins. Our experts reported the occurrence of marine turtles found entangled across all
species, life stages and ocean basins, with suggestions of particular vulnerability in pelagic juve-
nile life stages. Numbers of stranded turtles encountered by our 106 respondents were in the thou-
sands per year, with 5.5% of turtles encountered entangled; 90.6% of these dead. Of our experts
questioned, 84% consider that this issue could be causing population level effects in some areas.
Lost or discarded fishing materials, known as ‘ghost gear’, contributed to the majority of reported
entanglements with debris from land-based sources in the distinct minority. Surveyed experts
rated entanglement a greater threat to marine turtles than oil pollution, climate change and direct
exploitation but less of a threat than plastic ingestion and fisheries bycatch. The challenges,
research needs and priority actions facing marine turtle entanglement are discussed as pathways
to begin to resolve and further understand the issue. Collaboration among stakeholder groups
such as strandings networks, the fisheries sector and the scientific community will facilitate the
development of mitigating actions.
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mals through ingestion, entanglement, degradation of
key habitats and wider ecosystem effects (Nelms et al.
2016). Megafauna such as marine turtles with complex
life histories and highly mobile behaviour are particu-
larly vulnerable to its impacts (Schuyler et al. 2014).

Entanglement in marine litter

Entanglement in plastic debris is recognised as a
major risk for many marine species (Laist 1987,
 Vegter et al. 2014). This has become sufficiently high
profile that the European Union’s Marine Strategy
Framework Directive (MSFD) Technical Subgroup
on Marine Litter has announced that it will develop a
dedicated monitoring protocol for its next report
(MSFD GES Technical Subgroup on Marine Litter
2011). Entanglement has the potential to cause a
range of fatal and non-fatal impacts such as serious
wounds leading to maiming, amputation, increased
drag, restricted movement or choking (Votier et al.
2011, Barreiros & Raykov 2014, Lawson et al. 2015).

Types of marine debris causing entanglement

The debris causing this entanglement falls into 2
broad categories. Firstly, hundreds of tons of fishing
gear are lost, abandoned or discarded annually,
forming ‘ghost gear’ which passively drifts over large
 distances, sometimes indiscriminately ‘fishing’ mar-
ine organisms (Macfadyen et al. 2009, Wilcox et al.
2013). This gear is commonly made of non-bio -
degradable synthetic material that will persist in the
marine environment, potentially become biofouled
by marine organisms and act as a fish aggregating
device (FAD), attracting both grazers and predators
such as marine turtles (Filmalter et al. 2013, Wilcox et
al. 2013). It is important to distinguish here between
‘entanglement’ and ‘bycatch’. Bycatch can be de -
fined as unselective catch of either unused or unman-
aged species during fishing, with a particular focus
on ‘active’ gear, whereas ghost gear can be defined
as equipment of which the fisher has lost operational
control (Smolowitz 1978, Davies et al. 2009). There-
fore, here we consider animals caught in passive
ghost fishing gear as entangled, not bycaught. Sec-
ondly, there have also been reports of entanglement
in litter from land-based sources (Chatto 1995, Ben-
tivegna 1995, Santos et al. 2015). In this review we do
not include bycaught turtles — only those that have
become entangled in passive anthropogenic debris
such as ghost gear or land-based debris.

Current knowledge gaps regarding 
turtle  entanglement

Despite turtle entanglement being recognised as
one of the major sources of turtle mortality in north-
ern Australia and the Mediterranean, there is a quan-
titative knowledge gap with respect to the entangle-
ment rates and possible implications in terms of global
populations (Casale et al. 2010, Wilcox et al. 2013,
Camedda et al. 2014, Gilman et al. 2016). A re cent lit-
erature review by Nelms et al. (2016) returned only 9
peer-reviewed publications on marine debris entan-
glement and turtles (Bentivegna 1995, Chatto 1995,
López-Jurado et al. 2003, Casale et al. 2010, Santos et
al. 2012, Jensen et al. 2013, Wilcox et al. 2013, 2015,
Barreiros & Raykov 2014). Of these, 7 were focused
on ghost fishing gear, highlighting the distinct lack of
knowledge of entanglement in debris from land-
based sources. Even fewer of these studies focused
on the potential variable susceptibility among life
stages or species, with only one paper, Santos et al.
(2012), reporting that the majority of entangled olive
ridley turtles Lepidochelys olivacea on the Brazilian
islands of Fernando de Noronha and Atol das Rocas
were sub-adults and adults.

Research rationale in terms of marine turtles 
and pollution

In terms of global research priorities for sea turtle
conservation and management, understanding the
impact of pollution is considered of high importance
(Hamann et al. 2010, Rees et al. 2016). To evaluate
this effectively, the impact of anthropogenic debris,
specifically, must be considered at a species and pop-
ulation level. Additionally, it is important to under-
stand the variation in entanglement rates among
 species and life stages to better evaluate vulnerabil-
ity and the frequency of interactions with different
debris types (Nelms et al. 2016). Once these have
been established, opportunities for delivering effec-
tive education and awareness can be given or other
mitigation planned (Vegter et al. 2014).

Here, we define marine turtle entanglement as
‘the process under which a marine turtle becomes
entwined or trapped within anthropogenic materi-
als.’ We sought to include discarded fishing gear
(ghost fishing) as well as land-based sources. The
aim of this study was to (1) review existing, and
obtain new, reports of the occurrence and global spa-
tial distribution of marine turtle entanglement; (2)
gain insights into patterns of species, life stage and
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debris type involved across entanglement cases; and
(3) glean an insight into the change in prevalence of
marine debris entanglement over time. To address
these, a mixed methods approach was employed, in -
volving a literature review and an elicitation of ex -
pert opinions. Given the difficulty of acquiring robust
standardised data, this review is intended to high-
light the value of mixed methods as a first step to
understand complex conservation issues, and to pro-
vide suggestive yet relevant indications as to the
scale of the threat of entanglement to marine turtles.

MATERIALS AND METHODS

Literature review

In January 2016 and again in June 2017 (during the
manuscript review process), all relevant literature
was reviewed that may have contained records of
marine turtle entanglement. ISI Web of Knowledge,
Google Scholar and the Marine Turtle Newsletter
(www.seaturtle.org) were searched for the terms ‘en -
tanglement’, ‘entrapment’, ‘ensnare’ or ‘ghost fishing’
and ‘turtle’. The first 200 results were viewed, with
results very rarely fulfilling the criteria after the first
20; spurious hits were ignored and all relevant refer-
ences were recorded and investigated.

Elicitation of expert opinions

During the period 1–30 April 2016, an online ques-
tionnaire survey was conducted to investigate 3 main
topics of interest: (1) the occurrence and global spa-
tial distribution of sea turtle entanglement; (2) spe-
cies, life stage and debris type involved; and (3) the
change in entanglement prevalence over time. A
total of 20 questions requiring both open and closed
responses from a range of experts were used to
obtain insight into the scale of marine turtle entan-
glement. We clearly explained to the respondents the
definition of ‘marine turtle entanglement’ specific to
this study. Grid-like responses and Likert scales,
offering potential answers from a range of ordinal
options, were used to aid in achieving a quantitative
assessment of the issues (Elaine & Seaman 2007) (see
Box S1 in the Supplement at www. int-res. com/
articles/ suppl/ n034 p431 _ supp. pdf).

Potential participants for this questionnaire were
identified from lead authorship of papers compiled in
the recent review on the effects of marine plastic
debris on turtles from Nelms et al. (2016), and our

review due to their involvement in research into
 marine debris. From reviewing the few published
reports, it was apparent that governmental stranding
networks, sea turtle rescue and rehabilitation centres
and conservation projects may also hold many un -
published records of entanglement occurrence. A
comprehensive list of such organisations from sea -
turtle.org (www.seaturtle.org/groups/; accessed 24
March 2016) was used to find more expert contacts to
participate in the questionnaire. Additionally, con-
sidering the aim of attaining an appropriate number
of respondents while avoiding potential sampling
biases due to researchers’ personal networks and per-
ceptions about the issue (Newing 2011), we employed
respondent-driven sampling; this purposive sam-
pling approach involves requesting those directly
contacted to recruit additional participants among
colleagues, peers and other organisations that may
have knowledge of additional records of marine
 turtle entanglement.

From this first questionnaire, an initial report was
produced and sent to the expert respondents (n =
106) to share the results and thoughts that arose from
the first questionnaire. This included 8 initial figures
produced from the data given by respondents in the
original questionnaire to aid feedback of our results
(these were draft versions of Figs. 2, 3 & 4). Following
this, during the period 24 May to 30 June 2016, a fol-
low-up questionnaire survey was conducted with the
expert participants of the first questionnaire survey
who were then invited to comment and answer 10
open and closed questions (see Box S2 in the Supple-
ment). This aimed to further understand the chal-
lenges, future requirements (both research and prior-
ity actions) and perceptions of the likelihood of
population level effects of marine turtle entangle-
ment. In this second questionnaire, respondents
were asked to comment on our initial results and to
provide suggestions on future knowledge gains and
actions. Their answers were categorised using an
inductive approach; summary themes were identi-
fied through the process of directly examining the
data (Elo & Kyngäs 2008), instead of having pre-
defined categories.

RESULTS

Literature review

Our literature search yielded 23 reports regarding
entanglement in multiple species of marine turtles,
the majority of which were peer-reviewed publica-
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tions (n = 17) with additional grey literature reports
(n = 6). Species included loggerhead Caretta caretta
(n = 7), green Chelonia mydas (n = 7), leatherback
Dermochelys coriacea (n = 5), hawksbill Eretmo -
chelys imbricata (n = 5), olive ridley Lepido chelys oli-
vacea (n = 9) and flatback Natator depressus (n = 2).
There were no records for Kemp’s ridley Lepi-
dochelys kempii (Table 1). Of these publications, 18
reported entanglement due to ghost fishing or fish-
eries materials and 7 recorded entanglement in land-
based plastic debris; 7 publications reported the size
range and life stage of the entangled turtles. These
publications highlighted a range of impacts of entan-
glement, such as serious wounds leading to maiming,
amputation or death, increased drag, restricted
movement or choking that were further illustrated by
photographs from collaborating experts (Fig. 1).

Elicitation of expert opinions

Survey response rates and demographics

From an estimated pool of ca. 500 potential contacts,
the ‘Marine Turtle Entanglement Questionnaire’ was
received and completed by a total of 106 expert re-
spondents from 43 countries. However, due to the
anonymous nature of the survey and the potential
augmentation from the use of respondent-driven sam-
pling, it is not possible to determine how many of
those initially contacted took part in the survey. All
ocean basins were covered; the respondents’ main
oceanic region of work was given as: Atlantic (34.8%;
n = 39), Pacific (18.9%;  n = 20), Caribbean (25.5%;
n = 27), Mediterranean (9.4%; n = 10) and Indian
(9.4%; n = 10). Respondents experienced a wide
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Fig. 1. Impacts of marine turtle entanglement: (a) live leatherback turtle entangled in fishing ropes which increases drag,
Grenada 2014 (photo: Kate Charles, Ocean Spirits); (b) drowned green turtle entangled in ghost nets in Uruguay (photo:
Karumbe); (c) live hawksbill turtle entangled in fishing material constricting shell growth, Kaeyama Island, Japan 2001 (photo:
Sea Turtle Association of Japan); (d) live hawksbill turtle with anthropogenic debris wrapped around front left flipper con-
stricting usage of limb which could lead to amputation and infection, Kaeyama Island, Japan 2015 (photo: Sea Turtle Associa-

tion of Japan). All photos used with express permission
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range in the number of annual stranding cases in their
respective study sites (annual maxima given in the
survey; mean ± SE = 239.9 ± 71.7, range = 0 to 4100,
n = 97) but in total, through addition of the respon-
dents’ answers, they are responsible for at tending an
estimated 23 000 stranded turtles yr−1. Respondents
also generally had many years of ex perience dealing
with and reporting marine turtle strandings (range = 2
to 42 yr, mean ± SE = 15.6 ± 1.1, n = 98), confirming
them as having relevant ex perience to answer the
survey. The second follow-up questionnaire sent to all
respondents (n = 106) received 63 responses with re-
spondents from 31 countries.

Rates of entanglement

A majority of respondents (84.3%; n = 101) had
encountered cases in which turtles were entangled in
anthropogenic debris. When broken down by spe-
cies, the proportion of stranded turtles that were
entangled did not differ significantly (Kruskal-Wallis:
χ2 = 4.59, df = 6, p = 0.59) (Fig. 2a). There was a low
percentage incidence for all species, with the grand
median rate of 5.5%, although there was consider-
able inter- and intraspecific variation, with incidences
in different responses ranging from 0 to 95.5%. In
terms of the proportion of marine turtles alive when
found entangled, there were significant interspecific
differences (Kruskal-Wallis: χ2 = 19.62, df = 6, p =
0.003). The proportion found alive (grand median =
9.4%) was significantly higher in green (25.5%) and
loggerhead (15.5%) turtles than in all other species
(5.5%) (Fig. 2b).

Entanglement rates also differed amongst life stages
for each species. Whilst respondents indicated that
all life stages of each species had been affected by
entanglement, the results suggested adults were
most impacted in leatherback and olive ridley turtles,
whereas for the remaining species respondents indi-
cated a higher rate of entanglement in juveniles
(pelagic and neritic; Fig. 3).

When considering this issue over time (over the last
10 yr), a similar proportion of respondents (35.8% of
106) thought the prevalence of entanglement had
increased or remained the same, while the remainder
thought it had decreased (8.5%) or were unsure
(19.8%). Among those respondents that noted an
increase, some (n = 4) suggested that this may be
caused by an increase in reporting and awareness,
while others (n = 9) indicated the development of
coastal fishing activities might be a factor. When
asked to consider a shorter time period (the last 5 yr),

the majority of respondents believed that the pre -
valence of entanglement they had experienced had
remained stable (51.9%), whilst the others thought it
had increased (29.2%), decreased (3.8%) or were not
sure (15.1%).

Entanglement materials

The majority of entanglements recorded were with
lost/discarded fishing gear (Fig. 4). A clear distinc-
tion was made between ‘active’ and ‘lost/discarded’
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Fig. 2. Inter-species comparison of the proportion of: (a)
stranded individuals found entangled and (b) individuals
found alive when discovered entangled. Violin plots show
the kernel density of data at different values. Median (black
dot) with interquartile range boxplot (black/white) and
grand median (black dashed line). Turtle species abbrevia-
tions: CC: loggerhead Caretta caretta; CM: green Chelonia
mydas; DC: leatherback Dermochelys coriacea; EI: hawks-
bill Eretmochelys imbricata; LK: Kemp’s ridley Lepidochelys
kempii; LO: olive ridley Lepidochelys olivacea; ND: flatback 

turtle Natator depressus
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fishing gear to try and separate incidents due to
bycatch and subsequent stranding from those caused
by ghost fishing. The number of responses on the
occurrence of ghost fishing (GF) through discarded
fishing debris (rope, net and line) was generally
slightly higher than for bycatch (BC) through active
gear.

A smaller percentage of respondents specified
cases of turtle entanglement in land-based sources,
from polythene sheeting (n = 71), woven sacks (n =
72) and non-fishing rope/twine (n = 68). But in only a
few incidences were these said to be common oc -
currences (polythene sheeting [n = 3], woven sacks
[n = 4], non-fishing rope/twine [n = 7]). Respondents
were asked to comment on the occurrence of ‘other’

entangling materials (n = 54) and to provide exam-
ples (n = 20) that caused turtle entanglement. This
included debris from land-based sources (plastic -
balloon string, canned drink ‘6-pack’ rings, kite
string, plastic chairs, plastic packaging straps, wood -
en crates and weather balloons) and debris from
other maritime activities (boating mooring line, an -
chor line and discarded seismic cable).

Scale of issue

In order to obtain further insights into the potential
scale of this issue, respondents to the second survey
were asked whether they thought entanglement in
anthropogenic debris is causing population-level ef-
fect in marine turtles. Of the 63 respondents, 84.1%
thought that this was probable, very likely or definite
(see Fig. S1 in the Supplement). There was no signif-
icant difference in scaled responses by ocean basin
(Kruskal-Wallis: χ2 = 1.82, df = 4, p = 0.77). In order to
assess the relative importance of different threats ac-
cording to experts, we also sought the experts’ opin-
ions on how they thought entanglement in anthro-
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Fig. 3. Inter-specific comparison of the breakdown of entan-
gled sea turtle species by life stage. Black: pelagic juveniles
(PJ); white: neritic juveniles (NJ); light grey: juveniles (JV);
dark grey: adults (AD); see Fig. 2 for species abbreviations.
Flatback turtles were only categorised into juvenile or adult
classes with advice from species experts. Sea turtle skull fig-
ures used with permission of WIDECAST; original artwork 

by Tom McFarland
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Fig. 4. Entangling materials. L/DF: lost/discarded fishing;
A/F: active fishing; Non-F: non fishing; Poly sheet: poly -
ethylene sheeting. Black: common (10% or more of cases);
grey: sometimes (less than 10% of cases); white: never. Not
all participants categorised each material; total number of
responses for each material shown on the right of the graph
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pogenic debris compared to other threats to marine
turtles (i.e. ‘plastic ingestion’, ‘oil pollution’, ‘fisheries
bycatch’, ‘direct exploitation’ and ‘climate change’).
Although between 6.35 and 25.4% were unsure,
there was a strong opinion that plastic ingestion and
fisheries bycatch were greater threats, and that oil
pollution, climate change and direct exploi tation
were less severe threats than entanglement (Fig. 5).

Challenges, priority actions and research needs

Respondents to the second survey converged on a
limited number of themes when considering the
challenges, research needs and priority actions with -
in marine turtle entanglement. The challenges to
addressing the issue (115 suggestions) could be
grouped into 5 major categories: law and enforce-
ment (23.5%; n = 27); sources and spatial extent of
entanglement materials (24.3%; n = 28); education
and innovation (24.3%; n = 28); understanding the
full extent of the threat (18.3%; n = 21); and human
response to entangled turtles (9.6%; n = 11) (Table 2).
Seven major research areas were suggested by re -
spondents (91 suggestions): more specific reporting
and monitoring or a common database (23.1%; n =
21); mapping the threat/spatio-temporal hotspots
(31.9%; n = 29); identifying entanglement materials
and sea turtle inter actions (24.2%; n = 22); under-
standing post-release mortality and physical effects
(3.3%; n = 3); socio-economic impacts (4.4%; n = 4);
innovation of new replacement materials (6.6%; n =
6); and demographic risk assessments (6.6%; n = 6)
(Table 3). Priority actions (n = 121 suggestions) that
respondents believe would help re duce turtle entan-
glement were grouped into 5 major areas: educa-
tion/stakeholder engagement (31.4%; n = 38); fish-
eries management and monitoring (26.4%; n = 32);
research (5%; n = 6); law and enforcement (20.7%;
n = 25); and development of alternative materials and
methods (16.5%; n = 20) (Table 4).

DISCUSSION

Global distribution

Our review and elicitation of expert opinions de -
monstrate that marine turtle entanglement is an issue
operating at a global scale, occurring in all species,
throughout their geographic range. We sought to
answer key knowledge gaps surrounding the issue of
turtle entanglement in marine debris as previously

highlighted by Vegter et al. (2014) and Nelms et al.
(2016). Difficulties in investigating these knowledge
gaps are in part due to a lack of robust data. This
highlights the importance of using mixed methods to
access expert opinion to gain an insight into this
global threat. The growing use of expert knowledge
in conservation is driven by the need to identify and
characterise issues under limited resource availabil-
ity, and the urgency of conservation decisions (Mar-
tin et al. 2012).

Acknowledging the incomplete coverage of our es-
timates, given the mean estimated number of strand-
ings and mortality rates, in the order of 1000 turtles
die annually as a result of entanglement in the areas
monitored by our respondents. These levels are
likely a profound underestimation of the scale of this
issue as the coverage of these actors is far from com-
prehensive. Second, it is well known that not all dead
turtles strand (Epperly et al. 1996, Sasso & Epperly
2007), especially small and pelagic animals, and
there can also be decay of entangled animals. Addi-
tionally, some of our respondents commented that
detection of stranded animals may be further con-
founded due to take of stranded animals for human
consumption.
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Fig. 5. Responses to comparison of other threats faced by
marine turtles compared to entanglement (n = 63). Black:
greater than entanglement; grey: similar threat; white: less 

than entanglement; striped: unsure
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Species differences

Although there was no interspecific difference in
the incidence of entanglement, most peer-reviewed
publications featured olive ridley turtles, with some
experts reporting high incidences of entanglement
for this species. Stelfox et al. (2016) noted that olive
ridley turtles accounted for the majority of sea turtles
identified as entangled (68%; n = 303), and this could
be for the following reasons. Firstly, this species,
which often exhibits mass nesting in the hundreds of
thousands of individuals, is highly numerous, and at
particularly high densities in some areas, leading to
entanglement hotspots (Jensen et al. 2006, Koch et
al. 2006, Wallace et al. 2010a). Secondly, the olive
ridley forages along major oceanic fronts which are
known to aggregate marine debris (Polovina et al.
2004, McMahon et al. 2007). Finally, their generalist
feeding behaviour potentially attracts them to feed
opportunistically on biofouled marine debris such as
ghost gear (Stelfox et al. 2016).

Life stages

Entanglement was reported to occur in all life
stages (pelagic juveniles, neritic juveniles and adults)
across all species (the exception being flatback tur-
tles which have no pelagic juveniles; Hamann et al.
2011). Perhaps of greatest concern is the signal of
high entanglement incidence in the pelagic juvenile
stage: despite the general inaccessibility of sampling
this life stage, they are still appearing as stranded
entangled. The currents that transport hatchlings to
oceanic convergence zones are also now recognised
as concentrating floating anthropogenic debris, cre-
ating the capacity for an ecological trap for these
young turtles, whether it be through ingestion or
entanglement (Nelms et al. 2016, Ryan et al. 2016).
Many respondents considered that entanglement
could be having a population level effect; a distinct
possibility if this there is a large impact on this cryptic
life stage and on pelagic foraging adults (Mazaris et
al. 2005).

Entangling materials

Respondent data highlighted that the majority of
entanglements were the result of fishery-based
material and other maritime activities. The issue of
ghost fishing featured highly, with numerous res -
ponses reporting entanglement within lost/discarded

gear. This gear is often lost, abandoned or discarded
when it becomes derelict, attracting scavengers and
acting as FADs (Gilman 2011). Subsequently, species
such as marine turtles become entangled within the
gear, perhaps encouraged by this process of ‘self-
baiting’ (Matsuoka et al. 2005).

Change in fishing practice

The issue of ghost fishing appears to have wors-
ened since the 1950s, as the world’s fishing indus-
tries have replaced their gear, which was originally
made of natural fibres such as cotton, jute and
hemp, with synthetic plastic materials such as
nylon, poly ethylene and polypropylene. Manufac-
tured to be resistant to degradation in water means
that once lost, it can remain in the marine environ-
ment for decades (Good et al. 2010). Furthermore,
there has also been a shift in the type of synthetic
nets being selected; for example, fishers in part of
Southeast Asia now increasingly favour superfine
nets. Al though this can help increase catches, the
twine thinness means that they break easily and are
difficult to repair once damaged (Stelfox et al.
2016). The incidences of entanglement caused by
this form of pollution in our expert surveys indicates
that this source of mortality for marine turtles mir-
rors that in marine mammals and sea birds, which
has increased substantially over the last century
(Tasker et al. 2000, Good et al. 2010, McIntosh et al.
2015).

Differentiation from bycatch

It is quite plausible that ghost fishing may be work-
ing synergistically alongside bycatch, but because of
its more cryptic nature this means that understand-
ing its role in marine turtle mortality is much more
difficult. Bycatch is better understood. For example,
the analysis of catch rates in the Mediterranean
allowed for the estimation of 132 000 captures and
44 000 incidental deaths per year (Casale 2011). Like-
wise, cumulative analysis of catch rates in US fish-
eries estimated a total of 71 000 annual deaths prior
to the establishment of bycatch mitigation methods.
Since these measures were implemented, mortality
estimates are ~94% lower (4600 deaths yr−1) (Fink -
beiner et al. 2011). This highlights the importance of
informed estimates to monitor the success of mitiga-
tion methods. In addition to bycatch mortality esti-
mates, spatial and temporal patterns of bycatch inci-
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dences can be identified. Using onboard observer
data, Gardner et al. (2008) found seasonal changes in
catch distributions of loggerhead and leatherback
turtles in the North Atlantic, with patterns of spatial
clustering from July to October. Analysed on a global
scale, Wallace et al. (2010b) were able to highlight
region− gear combinations requiring urgent action
such as gillnets, longlines and trawls in the Mediter-
ranean Sea and eastern Pacific Ocean. Generating
such estimates of catch rates and spatial/temporal
patterns for entanglement are not yet possible due to
the lack of quantitative information.

Land-based plastic entanglements

The domination of fisheries-based materials in the
results does not mean that land-based plastics are
not a source of entanglement. The increased input of
plastic debris from terrestrial run-off means that
these interactions are only likely to increase (Jam-
beck et al. 2015). Our literature search and ‘other’
materials stated by respondents contained a variety
of items causing entanglement that could be de -
creased by reduction of use, replacement with more
degradable alternatives and better waste manage-
ment and recycling. The prevalence of these materi-
als in the marine environment will very much de -
pend on future waste governance, especially in those
countries that generate the most plastic waste (Jam-
beck et al. 2015). A future technological solution
which is currently being investigated or adopted in
high plastic-generating countries such as Thailand
and India is the pyrolysis of plastics. This process
produces fuel from waste plastic, a better alternative
to landfill and a partial replacement of depleting
 fossil fuels (Wong et al. 2015).

Caveats

It is important to recognise the biases associated
with using stranding animals for data collection.
Within and between stranding sites there are differ-
ences in turtle foraging ecology, life stages and
proximity to human habitation (Bolten 2003, Rees et
al. 2010), and therefore they are exposed to different
levels and types of potential entangling materials.
Individual turtles therefore may not represent a
homogeneous group in terms of entanglement oc -
currence within that population (Casale et al. 2016).
Additionally, recovered carcasses represent an un -
known fraction of at-sea mortalities, with physical

oceanography (e.g. currents) and biological factors
(e.g. decomposition) affecting the probability and
location of carcass strandings (Hart et al. 2006).
However, examining reports of stranded animals
represents a vital opportunity for research and can
provide insights into the impacts of anthropogenic
threats which would otherwise go undetected
(Chaloupka et al. 2008, Casale et al. 2010). In addi-
tion, stranding information aids with the assessment
of harder-to-access life stages, yielding key infor-
mation on the risk to specific resident populations
and contributing to building a worldwide perspec-
tive for conservation issues (Chaloupka et al. 2008,
Casale et al. 2016). Indeed, this was the aim of our
study: using stranding data from expert respondents
to gain an initial indication of the estimated magni-
tude of this threat.

Surveying experts can be a powerful tool for ob -
taining insights on particular topics not widely
known by others (Martin et al. 2012). Expert knowl-
edge and opinions may be the result of training,
research, skills and personal experience (Burgman et
al. 2011a). In this study, we sought the opinions of
conservation scientists and practitioners with experi-
ence in marine turtle entanglement and strandings.
Due to the purposive sampling nature of our ap -
proach, we aimed to identify people with relevant
experiences instead of focusing on obtaining a ran-
dom selection of representatives; this is a widely
used practice when undertaking social surveys that
focus on particular subgroups or specialists (Newing
2011). Nevertheless, expert knowledge and opinions
are also known to be subject to biases, including
overconfidence, accessibility and motivation (see e.g.
Burgman et al. 2011b and Martin et al. 2012). In the
absence of empirical data to validate our findings,
this remains as simply suggestive but nevertheless
relevant information in terms of identifying a poten-
tially important conservation issue and providing rel-
ative indications of the scale of entanglement as a
threat to sea turtles.

Future actions and recommendations

Ghost fishing

Issue and policy. Presently, a large knowledge
gap exists regarding effects of ghost fishing. While
there has been some progress in documenting the
frequency of loss from passive gear such as gillnets,
 little is known about loss from active gears; effective
methodology to estimate the persistence of types of
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gear such as trawl nets has yet to be developed
(Gilman et al. 2013). While it would be optimal to
switch all gear to more biodegradable materials,
synthetic materials will continue to be used within
fisheries for the foreseeable future. This is an issue
that has been highlighted in policy by the Food and
Agriculture Organization (FAO), who recommend
the identification, quantification and reduction of
mortality caused by ghost fishing by implementing
this into fisheries management plans, increasing sci-
entific information and developing mitigation strate-
gies; but this appears still to be in its infancy
(Gilman et al. 2013). This is also reflected in man-
dates within the International Maritime Organisa-
tion (IMO) and International Convention for Preven-
tion of Pollution from Ships (MARPOL Annex V)
(Stelfox et al. 2016).

Need for a global database and spatial hotspot
identification. Undoubtedly a common global meta-
database recording the spatial distribution and abun-
dance of possible entangling ghost gear as well as
incidences of marine turtle entanglement incorporat-
ing a unit of effort metric would assist in quantifying
the mortality due to ghost gear that is needed to in -
form policy (Nelms et al. 2016). A recent global re -
view (dominated by the Atlantic and Pacific oceans)
on marine megafauna by Stelfox et al. (2016) re -
ported a total of 5400 individuals of 40 species that
had been associated with ghost gear between 1997
and 2015. They suggested this was a great underesti-
mate due to lack of capacity to record incidence.
Such data could feed into one of the major research
priorities emphasised by respondents; modelling
spatio-temporal hotspots of entanglement. An inno-
vative study by Wilcox et al. (2013) used beach clean
data and models of ocean drift to map the spatial
degree of threat posed by ghost nets for marine tur-
tles in northern Australia and map areas of high risk.
With the input of more specific marine location data
on ghost gear and the advocacy of the use of ever
improving modelling, this could provide a powerful
tool in the future.

Education and stakeholder engagement

Local initiative to reduce debris causing entangle-
ment. On a more local and regional scale, many ini-
tiatives are being brought into place to encourage a
reduction in the amount of ghost gear/plastic debris
entering the ocean and combat discarding at sea by
working closely with community education and
engagement; another highlighted topic by our re -

spondents. There are numerous examples: the sea
turtle conservation program in Bonaire has started a
‘Fishing Line Project’ (www.bonaireturtles. org/ wpp/
what-we-do/fishing-line-project) working with vol-
unteers to train them on how to remove discarded
line and nets from coral reefs, and the Zoological
Society of London’s ‘Net-works’ (www.net-works.com)
initiative has established a supply chain for discarded
fishing nets from artisanal fishing communities in the
Philippines to a carpet manufacturing company. With
further replication of such community-based projects
and stakeholder engagement, especially with arti-
sanal fisheries awareness, the potential exists to start
targeting hotspots of marine vertebrate entangle-
ment directly.

Stranding networks training. Another set of stake-
holders which will be important to engage are
stranding networks. Responses to entangled turtles
can often be slow, and respondents commented that
many are not trained in the correct protocols to
safely remove entangling materials. If stranding
networks were fully trained in a standardised proto-
col for removal, the techniques could then be
passed on through educational training programmes
to the fishing community, quickening the response
to such incidences. This is already beginning to
happen for bycatch cases; Sicilian fisherman now
actively volunteer to take part in the rescue of tur-
tles in difficulty and are trained in contacting the
competent authorities for the transfer of turtles to
the nearest recovery centres. This level of involve-
ment by workers in the fishery sector was stressed
and encouraged through both effective education
activity and specific targeted study campaigns
(Russo et al. 2014).

Future research avenues into marine turtle
 entanglement

Respondents raised the issue of post-release mor-
tality and the importance of behavioural research
into the interactions between marine turtles and
potential entangling materials present in the marine
environment. The prominence of this has been em -
phasised within other taxa; for example, post-
release mortality can result from long-term chronic
effects of injuries in pinnipeds even after the entan-
glement has been removed (McIntosh et al. 2015).
Furthermore, it has been argued that some colonial
seabirds released from entangling plastic would not
survive without human intervention (Votier et al.
2011).
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To validate the success of release protocols after
entanglement incidents (as mentioned above), tech-
niques could be employed from other areas of mar-
ine turtle research. Satellite telemetry has already
been used in a multitude of ways to provide infor-
mation on conservation issues facing marine turtles;
a number of studies have used this technique to
consider post-release mortality after bycatch fish-
eries interactions (reviewed in Jeffers & Godley
2016). Deploying tagged turtles that have been
involved in entanglements could aid in the under-
standing of survival after these events as well as
simultaneously providing information on the loca-
tion of sea turtles, feeding into information on en -
tanglement hotspots to target mitigation actions.
The benefits of utilising such techniques have been
illustrated in other endangered species facing en -
tanglement, such as studying mortality of silky sharks
Carcharhinus falciformis in the Indian Ocean; esti-
mates derived from satellite tracking showed that
mortality due to entanglement was 5 to 10 times
that of known bycatch mortality and provided evi-
dence for a call advising immediate management
intervention (Filmalter et al. 2013).

Other research methods and ideas could be modi-
fied from the study of plastic debris ingestion by sea
turtles. Studies are currently underway to under-
stand the selective mechanisms that lead to ingestion
of plastic pieces (Schuyler et al. 2014, Nelms et al.
2016). For instance, a study by Santos et al. (2016)
used Thayer’s law of countershading to assess differ-
ences in the conspicuousness of plastic debris to infer
the likelihood that visual foragers (sea turtles) would
detect and possibly ingest the plastic fragments. Sim-
ilar studies could be conducted to comprehend the
underlying behavioural and physiological mecha-
nisms that influence turtles to approach potential
entangling materials when encountering them with -
in the marine environment.

Similarly, comprehending how important the level
of biofouling on this synthetic debris is in contribut-
ing to the likelihood of entanglement will be impor-
tant. Total fish catches by monofilament gillnets in
Turkey was lower, as a result of accumulating detri-
tus and biofouling increasing the visibility of the nets
in the water column (Ayaz et al. 2006). Furthermore,
the level of biofouling could indicate the age of ghost
gear entangling marine turtles. Retrieved lost/dis-
carded fishing gears are usually found fouled by
macro-benthic organisms, so if a relationship be -
tween soak time and biofouling level could be
 established, these organisms could provide a valid
methodology to age the gear and enable better esti-

mates of ‘catches’ made by the respective net (Sal-
danha et al. 2003).

Finally, it will be important to undertake demo-
graphic studies, calculating rates of entanglement,
especially for specific populations that are known to
be particularly vulnerable to a combination of other
anthropogenic threats. For species such as pinni -
peds, which are less elusive (hauling out on land)
than marine turtles, the literature describes different
methods. For example, a proportion de rived from a
count of entangled individuals from a sub-sample or
an estimate of the total population (Raum-Suryan et al.
2009, McIntosh et al. 2015), or more recently, the use
of mixed-effects models to obtain a prediction of the
total number of seals entangled per year, by examin-
ing changes in entanglement rates over time and the
potential drivers of these detected trends (McIntosh
et al. 2015). However, this can only be achieved if
reporting and recording such incidences in marine
turtles improves in efficacy and standardisation.

CONCLUSIONS

Further research may show that the issue is more
one of animal welfare than of substantive conserva-
tion concern to many marine turtle populations. It is
clear, however, that entanglement with anthro-
pogenic plastic materials such as discarded fishing
gear and land-based sources is an under-reported
and under-researched threat to marine turtles. Col-
laboration among stakeholder groups such as strand-
ings networks, fisheries and the scientific community
will aid in providing mitigating actions by targeting
the issue of ghost fishing, engaging in education and
producing urgently needed research to fill knowl-
edge gaps.
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Abstract

We review the results of refs. [1, 2], in which the entanglement entropy in spaces with
horizons, such as Rindler or de Sitter space, is computed using holography. This is
achieved through an appropriate slicing of anti-de Sitter space and the implementation
of a UV cutoff. When the entangling surface coincides with the horizon of the bound-
ary metric, the entanglement entropy can be identified with the standard gravitational
entropy of the space. For this to hold, the effective Newton’s constant must be defined
appropriately by absorbing the UV cutoff. Conversely, the UV cutoff can be expressed
in terms of the effective Planck mass and the number of degrees of freedom of the dual
theory. For de Sitter space, the entropy is equal to the Wald entropy for an effective
action that includes the higher-curvature terms associated with the conformal anomaly.
The entanglement entropy takes the expected form of the de Sitter entropy, including
logarithmic corrections.
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The fact that the divergent part of the entanglement entropy scales with the area of the
entangling surface [3, 4] suggests a connection with the gravitational entropy of spaces con-
taining horizons. It seems reasonable that the entropies should become equal when the en-
tangling surface is identified with a horizon. We address this problem in the context of the
AdS/CFT correspondence through use of appropriate coordinates that set the boundary metric
in Rindler or static de Sitter form. According to the Ryu-Takayanagi proposal [5–7], the entan-
glement entropy of a part of the AdS boundary within an entangling surface A is proportional
to the area of a minimal surface γA anchored on A and extending into the bulk.

We consider the standard parameterization of (d + 2)-dimensional AdS space with global
coordinates, as well as parametrizations through Fefferman-Graham coordinates, with the
boundary located at the value z = 0 of the bulk coordinate. As a first case we consider a
metric with a Rindler boundary:

ds2
d+2 =

R2

z2

�

dz2 − a2 y2dη2 + d y2 + d ~xd−1

�

, (1)
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Figure 1: Constant-time slice of AdS3 for a Rindler boundary with a = 1 (left) and a
static de Sitter boundary with H = 1 (right).

where a is a constant parameter. The timelike coordinate η takes values −∞< η <∞. The
range 0< y <∞ of the spacelike coordinate y covers the right (R) Rindler wedge, while the
range −∞< y < 0 covers the left (L) wedge.

In the left plot of fig. 1 we depict how the slice of the AdS3 cylinder with η= 0 is covered
by the coordinates y and z for a = 1. The two axes correspond to global coordinates. The
circumference is the AdS3 boundary with z = 0, which is parameterized by the coordinate y .
The Rindler horizon at y = 0 corresponds to the point (0,−1) in fig. 1. Positive values of y
cover the right semicircle (R wedge), and negative values the left semicircle (L wedge). The
point (0,1) is approached in the limits y →±∞ from right or left. The AdS3 interior is covered
by lines of constant y and variable positive z. All these lines converge to the point (0,1) for
z →∞. We expect to have entanglement between the R and L wedges. The corresponding
entanglement entropy can obtained through holography by computing the area of the minimal
surface γA of ref. [5–7]. This is depicted by the blue line in this case, which acts as a bulk
horizon. The Rindler horizon can be viewed as the holographic image of the bulk horizon.

Let us consider a strip with width l in the y-direction and very large extent in the remaining
spacelike directions. The minimal surface extends into the bulk up to
z∗ = Γ

� 1
2d

�

/
�

2
p
π Γ

� d+1
2d

��

l. In global coordinates this surface corresponds to a straight line
through the bulk, as depicted by the red line in fig. 1. The entanglement entropy can be
computed as

SA =
2R(Rd−1 Ld−1)

4Gd+2

�

1
(d − 1)εd−1

+
p
π

2d

Γ
�1−d

2d

�

Γ
� 1

2d

�

1
zd−1
∗

�

. (2)

A cutoff ε has been imposed on z as the surface approaches the boundary. For d = 1, one
must substitute 1/((d − 1)εd−1) with log(1/ε). Here L is the large length of the directions
perpendicular to the strip, so that Rd−1 Ld−1 is the corresponding volume.

We are interested in the limit in which the width l of the strip covers the whole R wedge. In
this case the entanglement occurs between the R and L wedges. For l →∞ we have z∗→∞
and the second term in the parenthesis in eq. (2) vanishes. In order to assign a physical
meaning to the first term, we can define the effective Newton’s constant for the boundary
theory as in [8]:

Gd+1 = (d − 1)εd−1 Gd+2

R
, (3)

with (d − 1)εd−1 replaced by 1/log(1/ε) for d = 1. This definition can be justified in the
context of the Randall-Sundrum (RS) model [9, 10], which employs only the part of the AdS
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space with z > ε. The effective low-energy theory includes dynamical gravity with a Newton’s
constant given by eq. (3). In the limit ε → 0, the constant vanishes and gravity becomes
non-dynamical. This demonstrates the difficulty in computing the gravitational entropy in
the context of the AdS/CFT coorespondence. The resolution we suggest is to keep the cutoff
nonzero and absorb it in the definition of the effective Newton’s constant. Trading ε for Gd+1
in the expression for the entropy results in a meaningful expression.

Substituting eq. (3) in eq. (2) gives an entanglement entropy which is bigger by a factor
of 2 than the known gravitational entropy [11]. The reason can be traced to the way the
limit is taken in order to cover the whole R wedge. We start from a strip in the y-direction
extending between two points y1 and y2, and then take the limits y1→ 0 and y2→∞. The
first limit leads to the location of the Rindler horizon. However, any finite value of y2 excludes
an infinite domain corresponding to y > y2. As a result, the strip is entangled not only with
the (infinite) L wedge, but also with the (infinite) domain y > y2. The two contributions are
expected to be equal because the space is essentially flat. Obtaining the entropy corresponding
to the entanglement with the L wedge only can be obtained by dividing the result with a factor
of 2. The final result for the Rindler entropy is

SR =
Rd−1 Ld−1

4Gd+1
, (4)

in agreement with [11]. It is also illuminating to observe that the bulk horizon depicted as
a blue line in fig. 1 approaches the boundary at two points. The point (0,−1) is the true
Rindler horizon. However, the point (0,1) does not belong to the boundary Rindler space,
but corresponds only to the limits y → ±∞. The contribution to the area of the entangling
surface from its vicinity should not be taken into account, thus justifying the division by 2.

The second case we consider is that of a boundary static de Sitter (dS) space:

ds2
d+2 =

R2

z2

�

dz2 +
�

1−
1
4

H2z2
�2
�

−(1−H2ρ2)d t2 +
dρ2

1−H2ρ2
+ρ2 dΩ2

d−1

��

. (5)

For d > 1, the range 0 ≤ ρ ≤ 1/H covers one static patch. There are two such patches in the
global geometry, which start from the the “North" or “South pole" at ρ = 0 and are joined at
the surface with ρ = 1/H. For d = 1, ρ can also take negative value and each static patch is
covered by −1/H ≤ ρ ≤ 1/H. In the right plot of fig. 1 we depict how the slice of the AdS3
cylinder with t = 0 is covered by the coordinates ρ and z for H = 1. The circumference is again
the AdS3 boundary with z = 0, which is parameterized by the coordinate ρ. There are two
horizons: one at ρ = −1, corresponding to the point (0,−1), and one at ρ = 1, corresponding
to the point (0,1) on the boundary. The AdS3 interior is covered by lines of constant ρ and
variable positive z. All these lines converge to the point (0,0) at the center for z →∞. In
the context of the global geometry, we expect to have entanglement between the two static
patches. The corresponding entanglement entropy can be obtained through holography by
computing the area of the minimal surface γA of ref. [5–7], depicted by the blue line. This
line acts as bulk horizon. The difference with the Rindler case we discussed before is that the
endpoints of the minimal surface are points of the boundary dS space, they are actually the
horizons. This means that there is no need to divide by a factor of 2 in this case. For d > 1 the
d-dimensional minimal surface γA ends on an (d − 1)-dimensional sphere that separates the
two hemispheres of the slice of dSd+1 with t = 0.

The isometries of dS space indicate that the entangling surface is spherical in this case.
The minimal surface γA in the bulk can be determined by minimizing the integral

Area(γA) = RdSd−1

∫

dσ
sind−1(σ)

sinhd(w)

√

√

√

1+
�

dw(σ)
dσ

�2

, (6)
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where we have defined the parameters σ = sin−1(Hρ), w= 2 tanh−1(Hz/2), and denoted the
volume of the (d−1)-dimensional unit sphere as Sd−1. The above expression is minimized by
the function [2]

w(σ) = cosh−1
�

cos(σ)
cos(σ0)

�

. (7)

For σ0 → 0 the known expression w(σ) =
q

σ2
0 −σ2 [5–7] for H = 0 is reproduced. For

σ0→ π/2 the boundary is approached at the location of the horizon with dw/dσ→−∞.
The integral (6) is dominated by the region near the boundary. Introducing a cutoff at

z = ε results in a leading contribution

Area(γA) = RdSd−1 I(ε) = RdSd−1

∫

Hε

dw

sinhd(w)
. (8)

For d 6= 1 the leading divergent part is I(ε) = 1/((d − 1)Hd−1εd−1), while for d = 1 it is
log(1/(Hε)). Using eq. (3) we obtain the leading contribution to the entropy:

SdS =
Area(γA)

4Gd+2
=

RdSd−1

4Gd+2(d − 1)Hd−1εd−1
=

Sd−1

4Gd+1

�

R
H

�d−1

=
AH

4Gd+1
, (9)

with AH the area of the horizon. This result reproduces the gravitational entropy of [12]. It
is valid for d = 1 as well, with 1/((d − 1)εd−1) replaced by log(1/ε) and S0 = 2, because the
horizons of the global dS2 geometry are 2 points [8].

The integral I(ε) also contains subleading divergences. There is a subleading logarithmic
divergence for d = 3, no singular subleading terms for d = 2, while the only divergence
for d = 1 is the leading logarithmic term already included in eq. (9). For d > 3 we have
subleading power-law divergences for odd d + 1, plus a logarithmic one for even d + 1. We
focus on four dimensions, in which the dS entropy takes the form

SdS =
AH

4G4

�

1+H2ε2 log Hε
�

. (10)

The logarithmic dependence on the cutoff hints at a connection with the conformal anomaly of
the dual theory, which results from higher curvature terms in the effective theory. The effective
action can be deduced from known results for the on-shell action in holographic renormaliza-
tion [13–15]. In our approach the divergences are not removed through the introduction of
counterterms, but are absorbed in the effective couplings. This means that the relevant quan-
tity for our purposes is the regulated form of the effective action. Using the results of [13–15],
we obtain the leading terms [2]

S =
R3

16πG5

∫

d4 x
p

−γ
�

6
ε4
+

1
2ε2

R− 1
4

logε
�

Ri jRi j −
1
3
R2
��

. (11)

The first term corresponds to a cosmological constant. In the RS model [9,10] this is balanced
by the surface tension of the brane at z = ε. The second term is the standard Einstein term
if the effective Newton’s constant G4 is defined as in eq. (3) with d = 3. The third term is
responsible for the holographic conformal anomaly. The action (11) supports a dS solution.
In order to take into account the presence of the higher-curvature terms in eq. (11) one must
compute the Wald entropy [16–18]. The result is in agreement with the singular part of the
correction provided by the holographic calculation (10) [2].

For the N = 4 supersymmetric SU(N) gauge theory in the large-N limit, the effective
action can be computed as [19]

S = −
β

16π2
Γ

�

2−
d + 1

2

�

∫

d4 x
p

−γ
�

Ri jRi j −
1
3
R2
�

, (12)
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with β = −N2/4. The divergence of Γ (2 − (d + 1)/2) in dimensional regularization in the
limit d + 1 → 4 corresponds to a log(1/ε2) divergence in our cutoff regularization. A com-
parison of the above expression with eq. (11) reproduces the standard AdS/CFT relation
G5 = πR3/(2N2). The dimensionful UV momentum cutoff for d = 3 can be expressed as
(εN R)−2 = 2G5/(R3G4) = 8π2m2

Pl/N
2, with m2

Pl = 1/(8πG4). Now eq. (10) for d = 3 can be
cast in the form

SdS =
AH

4G4
+ N2 log(HεN ) =

AH

4G4
+ N2 log

�

N
p

8π

H/R
mPl

�

, (13)

where H/R is the physical Hubble scale. This expression is completely analogous to the black-
hole result [20], with the horizon size parameter measured in units of the UV cutoff. It is also
in agreement with the calculation of the logarithmic part of the holographic entanglement
entropy in [21].

The calculation of the entropy associated with nontrivial gravitational backgrounds through
holography faces two difficulties:

• The boundary metric in the context of AdS/CFT is not dynamical, a feature that is equiv-
alent to mPl→∞.

• The entanglement entropy has a strong dependence on the UV cutoff of the theory, which
makes its identification with the gravitational entropy problematic.

We showed that these difficulties can be resolved if the UV cutoff dependence is absorbed
in the definition of mPl. The conceptual framework is provided by the Randall-Sundrum
model [9, 10], or, alternatively, by the regulated form of the effective action in holographic
renormalization [13–15]. Our derivation of the dS entropy is consistent with the expectation
that the entropy associated with gravitational horizons can be understood as entanglement
entropy if Newton’s constant is induced by quantum fluctuations of matter fields [22, 23]. In
the context of the AdS/CFT correspondence the bulk degrees of freedom correspond to the
matter fields of the dual theory. The boundary Einstein action arises through the integration
of these bulk degrees of freedom up to the UV cutoff.

Our approach is in contrast with the usual interpretation of the leading contribution to
the entanglement entropy as an unphysical UV-dependent quantity of little interest. We have
reached the opposite conclusion: The leading contribution to the entropy has a universal form
that depends only on the horizon area because the same degrees of freedom contribute to the
entropy and Newton’s constant. Also, the detailed nature of the UV cutoff does not affect the
leading contribution. The particular features of the underlying theory, such as the number of
degrees of freedom become apparent at the level of the subleading corrections to the entropy:
the coefficient of the logarithmic correction is determined by the central charge of the theory.
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The 2018 U.S. Nuclear
Posture Review contains a highly consequential threat that has been largely
overlooked in the wave of commentary surrounding the document’s release:
the United States warns potential adversaries that it would consider using nu-
clear weapons in the event of “signiªcant nonnuclear strategic attacks . . . on
U.S. or allied nuclear forces, their command and control, or warning and at-
tack assessment capabilities.”1 This threat was motivated by the growing vul-
nerability of these assets—in particular, the United States’ nuclear command,
control, communication, and intelligence (C3I or enabling) capabilities—to ad-
vanced nonnuclear weapons, and is presumably intended to deter attacks on
them.2 In issuing this threat, the Nuclear Posture Review illustrates that non-
nuclear attacks on nuclear forces and C3I capabilities could be highly
escalatory, even to the point of directly sparking a nuclear war.

A key challenge in managing these escalation risks is that attacks on an op-
ponent’s nuclear forces or their C3I capabilities (whether they belong to the
United States or another state) might not be deliberate. Since the late 2000s,
scholars have warned about the possibility of escalation in a U.S.-China con-
ºict resulting from so-called crisis instability generated by actual or threatened
U.S. nonnuclear operations that were intended to suppress China’s conven-
tional forces but inadvertently degraded its nuclear forces or associated C3I as-
sets located in the theater of operations, thus leading Beijing to fear it was
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being disarmed.3 Similar, if more infrequent, scholarly warnings have been
voiced about a U.S.-Russia conºict.4 Such escalation would be inadvertent be-
cause it was the result of military operations or threats that were not intended
to be escalatory.5

This article’s thesis is that the risks of inadvertent escalation are even more
serious than these warnings suggest and are likely to increase signiªcantly
in the future. Driving these risks is the possibility that Chinese, Russian, or
U.S. C3I assets located outside—potentially far outside—theaters of operation
could be attacked over the course of a conventional conºict. These assets
include satellites used for early warning, communication, and intelligence,
surveillance, and reconnaissance (ISR); ground-based radars and transmitters;
and communication aircraft.6 Such assets constitute key nodes in states’ nu-

Escalation through Entanglement 57

3. Michael S. Chase, Andrew S. Erickson, and Christopher Yeaw, “Chinese Theater and Strategic
Missile Force Modernization and Its Implications for the United States,” Journal of Strategic Studies,
Vol. 32, No. 1 (February 2009), pp. 101–106, doi:10.1080/01402390802407434; Jeffrey G. Lewis,
“Chinese Nuclear Posture and Force Modernization,” Nonproliferation Review, Vol. 16, No. 2 (July
2009), pp. 205–206, doi:10.1080/10736700902969661; Joshua Pollack, “Emerging Strategic Di-
lemmas in U.S.-Chinese Relations,” Bulletin of the Atomic Scientists, Vol. 65, No. 4 (July/August
2009), pp. 53–63, doi:10.2968/065004006; Thomas J. Christensen, “The Meaning of the Nuclear
Evolution: China’s Strategic Modernization and U.S.-China Security Relations,” Journal of Strategic
Studies, Vol. 35, No. 4 (August 2012), pp. 467–471, doi:10.1080/01402390.2012.714710; Fiona S.
Cunningham and M. Taylor Fravel, “Assuring Assured Retaliation: China’s Nuclear Posture and
U.S.-China Strategic Stability,” International Security, Vol. 40, No. 2 (Fall 2015), pp. 40–45, doi:10
.1162/ISEC_a_00215; Joshua H. Pollack, “Boost-Glide Weapons and U.S.-China Strategic Stability,”
Nonproliferation Review, Vol. 22, No. 2 (2015), pp. 157–161, doi:10.1080/10736700.2015.1119422;
Wu Riqiang, “Sino-U.S. Inadvertent Escalation” (Atlanta: Program on Strategic Stability Evalua-
tion, Georgia Institute of Technology, n.d.), https://www.yumpu.com/en/document/view/
38495325/wu-sino-us-inadvertent-escalation-program-on-strategic-stability-; Caitlin Talmadge,
“Would China Go Nuclear? Assessing the Risk of Chinese Nuclear Escalation in a Conventional
War with the United States,” International Security, Vol. 41, No. 4 (Spring 2017), pp. 50–92,
doi:10.1162/ISEC_a_00274; and Tong Zhao and Li Bin, “The Underappreciated Risks of Entangle-
ment: A Chinese Perspective,” in James M. Acton, ed., “Entanglement: Russian and Chinese Per-
spectives on Non-Nuclear Weapons and Nuclear Risks” (Washington, D.C.: Carnegie Endowment
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clear C3I systems, but they are also “entangled” with nonnuclear weapons in
two ways.7 First, they are typically dual use; that is, they enable both nuclear
and nonnuclear operations. Second, they are increasingly vulnerable to non-
nuclear attack—much more vulnerable, in fact, than most nuclear-weapon de-
livery systems.

Entanglement could lead to escalation because both sides in a U.S.-Chinese
or U.S.-Russian conºict could have strong incentives to attack the adversary’s
dual-use C3I capabilities to undermine its nonnuclear operations.8 As a result,
over the course of a conventional war, the nuclear C3I systems of one or both
of the belligerents could become severely degraded. It is, therefore, not just
U.S. nonnuclear strikes against China or Russia that could prove escalatory;
Chinese or Russian strikes against American C3I assets could also—a possibil-
ity that scholars have scarcely even considered since the end of the Cold War.9

Two escalation mechanisms that have not been previously discussed in the
academic literature are largely responsible for the increasing risk. First,
the target might interpret nonnuclear attacks against its dual-use C3I assets
that were motivated by conventional warªghting goals as preparations for nu-
clear use. It might respond to such “misinterpreted warning,” to coin a term,
by trying to deter the nuclear strike it believed might be coming or to mitigate
its potentially calamitous consequences. Such efforts, which might include
provocative nonnuclear operations to protect remaining C3I assets (such as
strikes against anti-satellite weapons deep within the adversary’s territory) ac-
companied, perhaps, by nuclear threats, could prove highly escalatory. These
escalation pressures could arise even if the recipient of misinterpreted warning
were not concerned about the survivability of its nuclear forces—a key distinc-
tion from crisis instability.
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Second, a state with a damage-limitation doctrine would rely on sophisti-
cated C3I capabilities to locate and destroy its opponent’s nuclear forces and
conduct missile defense operations. If these dual-use enabling capabilities
were subject to attack in a conventional conºict—or even if their possessor
feared they might be—the state could worry that its window of opportunity
for conducting effective damage-limitation operations might have closed
by the time the war turned nuclear. In this case, the state might take escalatory
measures to protect its C3I system or even initiate counterforce operations pre-
emptively. This escalation mechanism, which might be termed the “damage-
limitation window,” is distinct from crisis instability because it is driven by the
state’s desire to hold an opponent’s nuclear forces at risk, not to protect its
own. It is distinct from misinterpreted warning because it could operate even
if the state did not believe that nuclear use by an adversary might be immi-
nent; the state would only have to believe that such escalation was possible
later on.

An additional implication of C3I entanglement is that the risks of crisis
instability are more serious than portrayed in the academic literature. Schol-
arly warnings about crisis instability have focused on the potential for U.S.
nonnuclear operations to degrade Chinese nuclear forces, but have also
identiªed the risk of inadvertent threats to China’s nuclear C3I capabilities
located in the theater of operations.10 These threats have received particular
attention since the United States acknowledged, in 2013, that it seeks to defeat
potential adversaries’ antiaccess/area-denial capabilities by holding relevant
C3I assets at risk as part of the concept formerly known as AirSea Battle
(which was renamed, in 2015, as the Joint Concept for Access and Maneuver in
the Global Commons and has since been further developed).11 If overlap exists
between the communication systems for China’s land-based nuclear and non-
nuclear missiles, as some analysts have suggested, China could mistake U.S.
strikes designed to disable its nonnuclear missiles as an attack against its nu-
clear forces.12
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Entanglement, however, has created other potential triggers for crisis insta-
bility. The United States, for example, has—or could develop—incentives to
launch nonnuclear kinetic attacks against existing and probable future dual-
use Chinese or Russian early-warning capabilities, including over-the-horizon
radars, ballistic missile early-warning radars (BMEWRs), and early-warning
satellites, that are located outside the theater of operations.13 (Kinetic weapons,
which often use explosive warheads, aim to damage or destroy targets
by transferring kinetic energy to them through physical contact; non-
kinetic weapons include directed energy and cyber capabilities.) Moreover,
Russian strikes on the United States could precipitate crisis instability if
U.S. communication aircraft (currently, the United States’ most survivable
means to communicate with its nuclear forces) become vulnerable.

Entanglement could catalyze escalation in any major U.S.-Chinese or U.S.-
Russian conventional conºict, irrespective of its origins. That said, for the sake
of concreteness, the kind of U.S.-Chinese conºict that forms the backdrop to
this article would most likely begin with a Chinese attempt to reunify with
Taiwan by force (either unprovoked or because the government of Taiwan had
declared independence), followed by U.S. intervention on behalf of Taiwan.
The most probable cause of a major U.S.-Russian conºict would be the inva-
sion and occupation of one or more of the Baltic states by Russia, followed by a
U.S.-led counterattack to liberate them. In both cases, ªghting could spread
from the theater in which it started.

There would, of course, be important differences between the escalation dy-
namics in a U.S.-Chinese and U.S.-Russian conºict. Nevertheless, there would
also be important similarities that help illustrate the general nature of the risks
stemming from entanglement. In particular, entanglement could not only pre-
cipitate the use of nuclear weapons directly, but could also frustrate efforts to
manage nonnuclear escalation, thus raising the risk of nuclear use later on.
Early in a conºict, for example, to emphasize its limited war aims, the United
States might refrain from conducting nonnuclear strikes beyond a certain dis-
tance into an adversary’s territory. Subsequently, if the United States became
worried that key C3I satellites were at risk, it might believe that it had to
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attack Chinese or Russian anti-satellite (ASAT) weapons located further
beyond the border.

This article begins by outlining the technological and doctrinal develop-
ments that are increasing entanglement. It then lays out three mechanisms—
misinterpreted warning, the damage-limitation window, and crisis
instability—by which entanglement might spark escalation and identiªes the
conditions under which escalation would be most likely. To provide a con-
crete demonstration of the severity of the escalation risks, the article then de-
scribes the likely effectiveness and effects of nonnuclear kinetic attacks against
the U.S. early-warning system. It also considers the risks of cyber interference
with dual-use Chinese, Russian, and U.S. early-warning assets, and in particu-
lar, the danger of the target’s misinterpreting cyber espionage as an attempt to
disable or destroy those assets.

With risk reduction likely to prove difªcult, unilateral restraint and actions
represent the most feasible policy responses for the short term. Although such
steps would likely be only moderately effective in themselves, they could help
pave the way for cooperative efforts in the future. Although difªcult to orches-
trate, cooperative risk-reduction would be desirable because, as this article em-
phasizes in the conclusion, the risks created by entanglement are likely to
grow in the future, absent action to mitigate them.

The Technological and Doctrinal Drivers of Entanglement

Entanglement describes interactions between the nuclear and nonnuclear
domains. For current purposes, its most important manifestations are the dual-
use nature of many C3I assets as well as nonnuclear threats (real or perceived)
to nuclear forces or their C3I infrastructure. Other manifestations, mentioned
only in passing here, are dual-use delivery systems; nuclear delivery systems
that are superªcially similar to nonnuclear ones; and the colocation of nu-
clear and nonnuclear delivery systems or C3I assets. Since the end of the
Cold War, entanglement has increased signiªcantly—and, indeed, is still
increasing—as the result of four trends in military technology and doctrine.

growing technological threats

First, profound changes in weaponry have signiªcantly magniªed nonnuclear
threats to states’ C3I assets and, to a lesser extent, their nuclear forces. These
changes include the deployment of two entirely new classes of weapons:
cyberweapons (which could threaten both C3I capabilities and nuclear forces)
and nonnuclear strategic ballistic missile defense systems (which could inter-
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cept nuclear weapons after launch). The effectiveness of existing types of
nonnuclear weapons has also improved dramatically. For example, although
both the United States and the Soviet Union had some capability to target sat-
ellites without nuclear weapons by the end of the Cold War, nonnuclear ASAT
weapons—both kinetic and non-kinetic—pose a much more potent threat to-
day.14 High-precision conventional weapons have also improved signiªcantly,
including with the introduction of satellite-guided munitions. Over the next
couple of decades, further substantial improvements can be expected in all of
these weapon types, and entirely new types of nonnuclear weapons, including
long-range hypersonic weapons, may be deployed.15

growing vulnerability of c3i capabilities

Second, changes in enabling technologies have exacerbated the growing vul-
nerability of the C3I assets involved in nuclear operations (whether these as-
sets are dual use or not). Digital networks have become ubiquitous, for
example, creating the possibility of cyber interference. Moreover, the United
States, at least in an effort to reduce costs, has pursued greater commonality in
the enabling systems, such as the receivers for satellite signals, associated with
different nuclear-weapon delivery systems.16 This development, however,
could magnify cyber risks. If, for example, there was a design ºaw in a com-
mon receiver that left it vulnerable to being disabled by a cyberattack, then all
the nuclear-weapon delivery systems that used the receiver could be simulta-
neously compromised.

Another cause of this growing vulnerability—at least for the U.S. nuclear
C3I system—is a reduction in redundancy (there is insufªcient publicly avail-
able information to assess how the redundancy of the Chinese and Russian
systems has changed).17 In the late 1980s and early 1990s, for example, two
largely independent satellite-based communication systems were in use for
transmitting orders for the employment of U.S. nuclear weapons.18 The
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Defense Satellite Communications System served intercontinental ballistic
missiles (ICBMs). A separate system, the Air Force Satellite Communications
System (AFSATCOM), served ICBMs, sea-launched ballistic missiles (SLBMs),
and nuclear-armed aircraft, and consisted of special transponders hosted on
tens of satellites mostly used for other purposes.19 Today, the United States is
in the process of deploying just four Advanced Extremely High Frequency
(AEHF) satellites that will be the nation’s sole space-based system for trans-
mitting nuclear employment orders once legacy Milstar satellites have been re-
tired. Similarly, at the end of the Cold War, the United States operated two
independent networks of radio antennae to communicate with submarines.20

One of these networks, which could provide global coverage using two ex-
tremely low-frequency antennae in the continental United States, has since
been shut down.21 Although modernization of the remaining assets would
presumably enable them to function more effectively in the extraordinarily
stressful conditions of a nuclear war, the overall loss of redundancy—a conse-
quence of budgetary pressures—appears to have left the U.S. nuclear C3I sys-
tem less resilient against nonnuclear attack.

growing reliance on dual-use c3i assets

Third, the U.S. nuclear C3I system has always used some dual-use assets, and
is becoming increasingly reliant on them, raising the likelihood of its being at-
tacked in a nonnuclear conºict. The United States has, for example, never
ªelded communication satellites that were used exclusively for nuclear opera-
tions.22 Today, Milstar and AEHF satellites represent the United States’ most
secure space-based means of communicating with both nuclear and “high-
priority” nonnuclear users (users tasked with particularly important or time-
critical missions).23 In fact, the vast majority of data transmitted by these
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satellites is almost certainly associated with nonnuclear operations. Because it
could be difªcult for an adversary to disrupt the operation of these satellites in
non-destructive ways (jamming, for example), they could become targets of di-
rect attack in a conventional conºict.

Starting in the last decade of the Cold War, the United States has increased
reliance on dual-use systems by assigning nonnuclear roles to C3I assets that
used to be employed solely for nuclear operations. Until the mid-1980s, for ex-
ample, U.S. early-warning satellites were used exclusively for detecting the
launch of nuclear-armed missiles.24 Today, they enable a variety of nonnuclear
missions by, for example, providing cuing information for missile defenses in-
volved in intercepting conventional ballistic missiles.25

In a parallel series of developments, the United States has dismantled vari-
ous land-based nuclear-only communication capabilities. For example, the
Emergency Rocket Communications System, which could transmit em-
ployment orders from modiªed ICBMs launched to overºy missile ªelds in
the United States, was taken ofºine in the 1990s.26 A decade or so later, the
Survivable Low Frequency Communications System, which allowed ICBMs to
receive launch orders from radio antennae, was also scrapped.27

The net effect of these developments is that, today, most assets in the U.S.
nuclear C3I system “support both nuclear and conventional missions,” accord-
ing to the U.S. Government Accountability Ofªce.28 In fact, every C3I asset
listed in the 2018 Nuclear Posture Review is known to be dual use, except
for nuclear-weapon control capabilities directly associated with delivery
systems (and perhaps also the United States’ system for detecting nuclear
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explosions—though some of its detectors are hosted by Global Positioning
System satellites).29

The Russian nuclear C3I system probably also includes some dual-use as-
sets. In a 2007 edition of the journal Military Thought, published by the Russian
ministry of defense, one retired and one serving military ofªcer describe how
satellites then under development would be used for communicating with
“strategic and nonstrategic nuclear forces,” as well as nonnuclear forces and
even “federal and regional government agencies.”30 Their description appears
to refer to communication satellites that have since been deployed as part of
Russia’s Uniªed Satellite Communication System. Separately, according to
state-controlled Russian media outlets, Moscow has recently acquired a num-
ber of airborne command posts capable of communicating with both nuclear
and conventional forces.31 Moreover, as discussed below, various types of
Russian radars are already dual use, and Russia’s new early-warning satellites
could take on nonnuclear missions in the future.

The extent of the overlap between the communication systems for China’s
land-based nuclear and conventional missiles has been the subject of consider-
able debate among analysts.32 Beijing’s recent deployment of the DF-26 ballis-
tic missile provides some additional evidence that this overlap is signiªcant.
The warhead (or warheads) on an individual missile body can, according to an
apparently authoritative Chinese source, be rapidly switched between nuclear
and conventional variants.33 This capability suggests that the physical commu-
nication infrastructure associated with these missiles can be used to transmit
nuclear and nonnuclear employment orders. This evidence is not deªnitive,
however, because it is possible that missiles are transferred between nuclear
and conventional missile brigades when the warhead type is changed (though
this procedure would seem to obviate the whole purpose of the “change the
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warhead, not the missile” capability).34 Additionally, as discussed below, vari-
ous Chinese early-warning capabilities are already, or may become, dual use.

growing doctrinal threats

Fourth, the military doctrines of China, Russia, and the United States appear to
envision attacks on space- and land-based C3I assets, including dual-use ones,
to further conventional warªghting goals. In the case of the United States, this
tactic was explicitly articulated in the AirSea Battle concept. Meanwhile,
Washington has openly expressed concern that both China and Russia seek to
hold U.S. C3I satellites at risk to support potential efforts to undermine U.S.
conventional operations.35 The U.S. intelligence community has highlighted
the threat from both states to U.S. early-warning satellites, in particular.36 A
consistent picture is painted by Chinese and Russian sources. For example, the
Science of Second Artillery Campaigns, a classiªed but leaked textbook from 2004
believed to contain an authoritative description of China’s strategic doctrine,
appears to endorse attacks against U.S. early-warning radars as a way of sup-
pressing missile defenses in a conventional conºict.37 Moreover, Chinese ex-
perts have openly advocated for the ability to attack U.S. early-warning
satellites.38 In a similar vein, Russian experts have stated that, in a conven-
tional conºict, Moscow would consider attacking U.S. C3I assets, including
ground-based early-warning radars.39
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34. Jordan Wilson, “China’s Expanding Ability to Conduct Conventional Missile Strikes on
Guam” (Washington, D.C.: U.S.-China Economic and Security Review Commission, May 10,
2016), p. 8, https://www.uscc.gov/sites/default/ªles/Research/Staff%20Report_China%27s%20
Expanding%20Ability%20to%20Conduct%20Conventional%20Missile%20Strikes%20on%20Guam
.pdf.
35. Defense Intelligence Agency, “Russia Military Power: Building a Military to Support Great
Power Aspirations,” DIA-11-1207-161 (Washington, D.C.: Defense Intelligence Agency, 2017),
p. 36, http://www.dia.mil/Portals/27/Documents/News/Military%20Power%20Publications/
Russia%20Military%20Power%20Report%202017.pdf; and Ofªce of the Secretary of Defense, “Mil-
itary and Security Developments Involving the People’s Republic of China 2017,” annual report to
Congress (Washington, D.C.: U.S. Department of Defense, 2017), p. 35, https://www.defense.gov/
Portals/1/Documents/pubs/2017_China_Military_Power_Report.PDF?ver�2017-06-06-141328-
770.
36. Daniel R. Coates, “Worldwide Threat Assessment of the U.S. Intelligence Community,” state-
ment for the record (Washington, D.C.: Ofªce of the Director of National Intelligence, March 6,
2018), p. 13, https://www.dni.gov/ªles/documents/Newsroom/Testimonies/Final-2018-ATA---
Unclassiªed---SASC.pdf.
37. Second Artillery Corps, People’s Liberation Army, The Science of Second Artillery Campaigns,
unclassiªed U.S. government translation (Beijing: PLA Press, 2004), pp. 397–398. Given that this
section discusses suppressing both missile and air defenses, this reference is probably to both mis-
sile and aircraft early-warning radars.
38. Zhao and Li, “The Underappreciated Risks of Entanglement,” p. 51; and Chase, Erickson, and
Yeaw, “Chinese Theater and Strategic Missile Force Modernization and Its Implications for the
United States,” p. 83.
39. Arbatov, Dvorkin, and Topychkanov, “Entanglement as a New Security Threat,” p. 31.
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Escalation Pathways: Effects of Entanglement on Conºict Dynamics

One consequence of growing entanglement is the possibility of “incidental
attacks” on an opponent’s nuclear forces or their enabling capabilities. In
such an attack, one state strikes an adversary’s dual-use assets to inºuence
the outcome of a conventional conºict but, in the process, inadvertently
degrades its nuclear capabilities.40 Strikes against dual-use C3I capabilities—
communication and early-warning assets, in particular—would probably rep-
resent the most consequential type of incidental attack. Incidental attacks
could also result, however, from strikes against dual-use weapon delivery
platforms, such as aircraft and missiles.

Incidental attacks have the potential to be escalatory, in no small part be-
cause it could be effectively impossible for the target to distinguish them from
deliberate attacks intended to undermine its ability to conduct nuclear opera-
tions (including obtaining warning of an incoming nuclear strike). The general
difªculty of assessing intent would likely be compounded by the fog of war,
which would probably be thick in any major conventional conºict and further
exacerbated by likely attacks against ISR capabilities. Moreover, as Barry
Posen argued, a variant of the security dilemma might arise: prudence could
require a state to treat attacks on its nuclear forces or their enabling capabilities
as deliberate and take actions to protect them; to assume that surviving assets
were not threatened would carry the risk that they might be destroyed if the
enemy’s intent had been misjudged.41

There are three distinct pathways—misinterpreted warning, the damage-
limitation window, and crisis instability—through which actual or threatened
incidental attacks could spark inadvertent escalation.

misinterpreted warning

In a conventional war between two nuclear-armed states, nonnuclear attacks
against an opponent’s dual-use enabling capabilities motivated by conven-
tional warªghting goals could be indistinguishable from operations intended
to prepare the battlespace for nuclear use. Such attacks, therefore, could create
misinterpreted warning—especially if the state launching them was in danger
of losing the war.

Although a state concerned about becoming the target of a nuclear attack
might not use nuclear weapons immediately, its concern might lead it to act in
ways that could catalyze further escalation, raising the likelihood of nuclear
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41. Ibid., pp. 12–16.
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use later on. The state would be motivated by a desire to avoid or mitigate the
potentially catastrophic costs of becoming the target of even a limited nuclear
strike; in contrast to crisis instability, these escalation pressures could be felt
even if the state was not concerned about its nuclear forces being vulnerable or
its ability to transmit employment orders to them.

Two questions arise when assessing the escalation risks of misinterpreted
warning. First, how likely is it that the target would interpret nonnuclear
strikes against its dual-use C3I assets as possible preparations for nuclear use?
Second, if the target did become concerned that it might shortly be on the re-
ceiving end a nuclear strike, would it be likely to react in ways that tended to
catalyze further escalation?

Because Moscow and Beijing have different nuclear postures and doctrines,
there are somewhat different reasons why their striking dual-use U.S. enabling
assets might generate misinterpreted warning. U.S. incidental strikes on dual-
use Chinese or Russian C3I assets could also lead to misinterpreted warning,
though this possibility is not discussed further here.

how misinterpreted warning could occur. The United States govern-
ment has indicated its belief that, in a conventional conºict, Russia might opt
for limited nuclear use in an attempt to compel the United States into backing
down—a strategy sometimes termed “escalate to de-escalate” in the Western
discourse.42 It also appears to worry that, if a limited nuclear war escalated,
Russia might launch large-scale damage-limitation strikes against U.S. nuclear
forces (even though such strikes could not deprive the United States of a
second-strike capability today).43 Whether these beliefs accurately reºect
Russian strategy is essentially immaterial for current purposes; rather, they are
important because, right or wrong, they would likely inform the United States’
assessment of Russia’s intentions in a conºict. In this way, for at least three rea-
sons, these beliefs create the potential for Washington to misinterpret Russian
incidental strikes against dual-use U.S. C3I assets as preparations for nu-
clear use.

First, Russia might attack ground-based or space-based U.S. early-warning
assets to defeat European missile defenses that were proving effective in inter-
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42. U.S. Department of Defense, “Nuclear Posture Review,” p. 30; and Robert Work and
James Winnefeld, prepared statement, Nuclear Deterrence in the 21st Century, hearing before the
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43. The emphasis that the United States places on force survivability in ofªcial policy can only be
explained by concerns about damage-limiting Russian strikes.
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cepting its nonnuclear missiles. Washington might see such attacks, however,
as preparations to ensure that limited nuclear strikes by Russia could penetrate
the United States’ homeland missile defenses. Government-afªliated Russian
experts have publicly advocated “limited strategic strikes” against the U.S.
homeland under a variety of circumstances (including if Russia became con-
cerned that the United States was about to embark on a conventional counter-
force campaign against its nuclear forces).44 Such experts have also expressed
concern that U.S. missile defenses might be capable of defeating such strikes.
Indeed, the United States has declared that homeland defenses “would be em-
ployed to defend the United States against limited missile launches from any
source” (even if such defenses cannot cope with large-scale attacks).45 In
response, Russian strategists have suggested that, prior to launching limited
strategic strikes, Moscow should try to neutralize those defenses by attacking
the U.S. early-warning system.46 If Washington interpreted strikes against its
early-warning capabilities in this light, misinterpreted warning could arise.

Second, Russia could attack dual-use U.S. communication assets to under-
mine a variety of American nonnuclear operations. Washington could inter-
pret such attacks, however, as an attempt to forestall a proportionate U.S.
response to the limited use of low-yield nuclear weapons. Nuclear-armed air-
craft might well be the United States’ preferred means of responding to a lim-
ited nuclear strike, because the B-61 gravity bomb has the lowest-yield nuclear
option in the U.S. arsenal.47 The communication links for deployed aircraft,
however, are particularly vulnerable to being severed.48 Russian incidental
strikes might destroy the satellites and ground-based transmitters that could
enable communications with aircraft operating over or around Russia. Mean-
while, communication aircraft operating over the United States would proba-
bly be too distant to direct operations in that region. Washington, therefore,
could interpret Russian attacks against U.S. communication links as an at-
tempt to deny the United States the ability to respond in kind to a low-yield

Escalation through Entanglement 69

44. Arbatov, Dvorkin, and Topychkanov, “Entanglement as a New Security Threat,” pp. 20–21.
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nuclear strike in the hope that it would be deterred from a more forceful re-
sponse by the fear of further escalation.

Third, Russian attacks against dual-use U.S. early-warning or communica-
tion assets would risk being seen as a signal of Russia’s resolve to use nuclear
weapons unless the United States conceded to its demands. In an effort to de-
ter limited nuclear use by Russia, senior U.S. ofªcials have publicly stressed
the risk of escalation to a strategic nuclear war, stating, for example, that “any-
one who thinks they can control escalation through the use of nuclear weapons
is literally playing with ªre.”49 Because Russian incidental strikes against dual-
use U.S. C3I assets could help Russia ªght a strategic nuclear war, they could
be interpreted by Washington as an effort to enhance the credibility of limited
nuclear use. For example, degrading the U.S. early-warning system might pre-
vent the United States from launching ICBMs, dispersing bombers, or shelter-
ing national leaders before they were eliminated in a nuclear attack.
Similarly, disabling communication systems might slow a U.S. nuclear re-
sponse to a Russian counterforce strike, giving Russia time for follow-up
damage-limitation strikes.

To be sure, the United States’ interpretation of Russian strikes against dual-
use U.S. enabling assets would likely depend on the context. Had Russia
raised the alert level of its nuclear forces, dispersed them, or even issued or-
ders to prepare them for nuclear employment? Had Moscow put into action
plans to try to ensure the continuity of government in the event of a nuclear
war? What messages was the government sending to its own population?
Would it be threatened from within if it lost the war? In practice, such ques-
tions could be extremely difªcult to answer because, by the time that Russia
had attacked dual-use U.S. early-warning and communication assets, it would
probably have launched extensive attacks against U.S. ISR capabilities, poten-
tially denying much needed contextual information to the United States.50 In
the absence of this information, Washington might feel its most prudent course
of action was to assume the worst about Moscow’s intentions.

The risk of the United States’ misinterpreting Chinese nonnuclear strikes
against dual-use U.S. C3I assets as preparations for nuclear use would proba-
bly be lower than in the case of Russia for two reasons. First, in contrast to
Moscow, Beijing has adopted a no-ªrst-use pledge. Second, unlike their
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49. Work and Winnefeld, prepared statement, p. 4. See also U.S. Department of Defense, “Nuclear
Posture Review,” p. 30.
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Russian counterparts, Chinese leaders can have absolutely no doubt that nu-
clear ªrst use would do nothing to meaningfully limit the damage their
country would suffer in a nuclear war with the United States. As a result,
Washington would be unlikely to interpret Chinese nonnuclear strikes as prep-
arations to ªght and win a strategic nuclear war.

That said, the United States could still interpret Chinese attacks against its
early-warning system as preparations for limited nuclear strikes intended to
terrify the United States into terminating a conºict on terms not too unfavor-
able to Beijing. Fairly or not, Washington does not have complete conªdence in
the reliability of China’s no-ªrst-use pledge.51 In particular, skeptics typically
argue that Beijing would be most likely to abandon this pledge if China were
in danger of losing a war over Taiwan—an outcome that could jeopardize
the continued rule of the Chinese Communist Party.52 If, in this circum-
stance, China attacked critical U.S. early-warning assets—satellites, in
particular—in an effort to help its conventional ballistic missiles penetrate
U.S. defenses, Washington might conclude that desperate Chinese leaders
were preparing limited nuclear strikes, against either the United States or re-
gional targets.53

Again, much would depend on context. The likelihood of misinterpreted
warning would probably increase if, in addition to attacking dual-use U.S.
enabling capabilities, China had dispersed or alerted nuclear-armed missiles.
Although this step could be a standard defensive precaution to protect the
missiles’ survivability in a major conºict, it might also exacerbate concerns in
Washington about the possibility of Chinese ªrst use. Some nuclear-armed
medium-range DF-21A ballistic missiles appear to be targeting U.S. assets in
the West Paciªc.54 The alerting of these missiles could be seen by the United
States, therefore, as preparations for regional nuclear strikes. The alerting of
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51. These concerns are strongly suggested, although not stated explicitly, in U.S. Department of
Defense, “Nuclear Posture Review,” p. 32.
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(Fairfax, Va.: National Institute Press, November 2007), pp. 7–8, http://www.nipp.org/wp-
content/uploads/2014/12/China-nuclear-ªnal-pub.pdf.
53. Early in a conºict, probable Chinese attacks on regional missile-defense radars would likely be
less escalatory, because China would probably not be facing defeat then and because such radars
are not critical to nuclear operations. The PAVE PAWS radar in Taiwan is a special case and dis-
cussed below.
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tute for Strategic Studies, 2014), p. 116. See also U.S. Department of Defense, “Nuclear Posture
Review,” p. 31.
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China’s ICBM force, meanwhile, could be interpreted as an attempt to threaten
the U.S. homeland and so deter nuclear retaliation to Chinese ªrst use against
regional targets. The escalation pressures might be more serious still if China
had conducted extensive attacks against U.S. ISR assets, denying the United
States contextual information that might be helpful in interpreting Chinese
intentions correctly.

how the united states might respond to misinterpreted warning.

The United States’ response to misinterpreted warning would probably de-
pend on a range of factors, including its assessment of the likelihood of nuclear
use by the adversary. Nonetheless, an overriding consideration would proba-
bly be to deter such use or, if deterrence failed, to limit the damage that the
United States would suffer in a nuclear war—a goal explicitly articulated in
the 2018 Nuclear Posture Review.55 As such, misinterpreted warning could
lead to at least three general types of U.S. response; none of which is mutually
exclusive and all of which could spark further escalation.

First and most immediate, the United States would probably seek to protect
surviving elements of its nuclear C3I system because of their importance to
damage-limitation efforts, including counterforce attacks and missile defense
operations. As described below, for these efforts to have any hope of success,
the United States would have to preserve much more than just the relatively
basic capability needed to transmit employment orders to survivable nuclear
forces. Steps to preserve surviving C3I capabilities could prove escalatory. For
example, the United States might attack ASAT weapons that it believed could
threaten important U.S. satellites. If these weapons were located deep inside
China or Russia, then such attacks could spark escalation, especially if the
United States had previously avoided striking far inside its adversary’s bor-
ders in an effort to keep the war limited. Alternatively, or additionally, the
United States could launch tit-for-tat strikes against equivalent Chinese or
Russian enabling assets in an attempt to coerce Beijing or Moscow into ceasing
attacks on U.S. C3I assets—potentially leading the adversary to fear for the
survivability of its nuclear forces and generating crisis instability.

Second, misinterpreted warning might prompt the United States to alert
bombers and send additional ballistic missile submarines (SSBNs) to sea. Al-
though neither China nor Russia could hope to disarm the United States, both
could plausibly threaten U.S. submarines in port and bombers at their bases. In
consequence, enhancing the survivability of these platforms might seem
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to Washington like a sensible precaution. If the adversary were not planning to
use nuclear weapons, however, this precaution could appear to be threatening.
In particular, Beijing or Moscow might worry about the possibility of attacks
with very short warning times launched from forward-deployed stealthy
bombers or from SSBNs ªring SLBMs on depressed trajectories from near its
coasts. In turn, China or Russia might respond by taking steps to enhance the
survivability of its nuclear forces, such as dispersing mobile missiles, which
could appear to conªrm Washington’s fears. In this way, misinterpreted warn-
ing and crisis instability could exacerbate each other.

Third, the United States could threaten to use—or even use—nuclear weap-
ons in response to misinterpreted warning. Following attacks on dual-use U.S.
C3I assets, Washington might threaten to use nuclear weapons if the attacks
continued or if the adversary employed nuclear weapons. Such a threat, how-
ever, could trigger an escalation cycle similar to the one that might be sparked
by the dispersal of U.S. SSBNs and bombers. Alternatively, if the adversary did
not judge the threat to be credible and continued to attack U.S. C3I assets, the
United States might feel compelled to follow through on its threat and resort to
nuclear use. Although it could attempt a disarming ªrst strike, the limited use
of nuclear weapons would probably be more likely. U.S. leaders—mirroring
the precise logic that they were ascribing to their Chinese or Russian
counterparts—might hope that such strikes would terrify the adversary into
complying with U.S. demands.

It is even possible that the United States would respond directly to attacks
on dual-use C3I assets with the use of nuclear weapons, without ªrst issuing a
nuclear threat. Although such a response would be disproportionate and thus
unlikely, Washington might feel that having threatened, in the 2018 Nuclear
Posture Review, to use nuclear weapons in this eventuality, it had to follow
through or else risk damaging its credibility and very undermining other ele-
ments of U.S. declaratory policy.56

the damage-limitation window

Although all nuclear operations require C3I capabilities, the enabling require-
ments for damage-limitation operations would be particularly demanding.
Signiªcant damage to a state’s nuclear C3I system would preclude any possi-
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bility of such operations being effective. Because many enabling capabilities
are dual use and could be attacked or threatened in a conventional war, a state
with a damage-limitation doctrine might conclude that it had only a narrow
window of opportunity near the start of a conºict in which it could realistically
try to attack its opponent’s nuclear forces and to defend against whatever it
failed to destroy. Fear that this damage-limitation window might close could
create pressures for the state to conduct counterforce strikes preemptively or,
more likely, initiate aggressive military operations to try to preserve the option
of conducting damage-limitation operations later on.57

These escalation pressures differ from those created by crisis instability in
that escalation would be motivated by the goal of holding an adversary’s nu-
clear forces at risk, not of ensuring the survivability of the state’s own forces.
Although there are some similarities between the damage-limitation window
and misinterpreted warning—particularly in that they might spark aggressive
efforts to protect surviving C3I capabilities—there is one critical difference.
Escalation driven by fear of the damage-limitation window’s closing stems
from the unavoidable possibility that a war between two nuclear-armed states
might ultimately turn nuclear and could be felt even if neither state believed
its adversary was currently preparing for nuclear use.

Damage-limitation operations would consist of counterforce attacks, backed
up by missile defenses. The United States openly acknowledges that it plans
for counterforce attacks. Speciªcally, according to the 2013 “Report on Nuclear
Employment Strategy of the United States,” the most recent authoritative pub-
lic statement on U.S. targeting policy, “guidance requires the United States to
maintain signiªcant counterforce capabilities against potential adversaries.”58

Meanwhile, Washington appears to assume that Moscow might also launch
counterforce attacks. By contrast, there is no evidence that Beijing contem-
plates such attacks, not least because it lacks the capability to conduct them on
a meaningful scale. Fear of the damage-limitation window’s closing, therefore,
could generate escalation pressures on Russia but not China—though this sec-
tion again focuses on the United States.
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The importance of C3I capabilities to damage-limitation operations is
difªcult to overstate. Attacking dispersed mobile missiles would be partic-
ularly challenging. Despite much debate among U.S. strategists about how
effective such efforts might prove, there is no disagreement that without high-
quality ISR to detect and track missiles, along with fast and reliable communi-
cations to relay targeting data, they would be certain to fail.59 Anti-submarine
warfare operations by the United States against an enemy’s SSBNs would also
beneªt from sophisticated enabling capabilities. Such efforts would be more
likely to succeed if the operations of U.S. aircraft, surface ships, and attack sub-
marines were coordinated, and if these platforms could share information,
placing a premium on high-bandwidth communications. Meanwhile, early-
warning capabilities would enable U.S. ICBMs to be launched before they
were destroyed by a large-scale Russian nuclear strike (potentially enabling
the United States to target any nuclear forces held in reserve by Russia). Early-
warning capabilities would also be important because of their role in both re-
gional and homeland missile defense operations. Interestingly, in this way, the
existence of missile defenses is not guaranteed to reduce time pressure on
the United States to act, but can, in some circumstances, actually increase it.

Even during the Cold War, when many enabling capabilities were reserved
exclusively for nuclear operations and were largely invulnerable to an adver-
sary’s nonnuclear weapons, there was concern that nuclear threats to C3I as-
sets could create escalation pressures by threatening to preclude damage
limitation.60 Today, this escalation risk is magniªed by the possibility that such
assets could be degraded, through incidental attacks, over the course of a con-
ventional war.

The possibility of U.S. damage-limitation operations becoming infeasible
could spark serious concern in Washington. In extremis, the United States
might respond by launching counterforce attacks preemptively, while its C3I
capabilities were still intact. In less extreme circumstances, it might initiate
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escalatory military operations, such as those described above, to protect these
capabilities and hence preserve the option of conducting counterforce opera-
tions at a later time. As with misinterpreted warning, the United States could
also threaten that further attacks against key U.S. C3I capabilities would pre-
cipitate a nuclear response. If attacks continued, it might follow through on
this threat.

crisis instability

Crisis instability could be induced by threats to the survival of a state’s nuclear
forces or their enabling capabilities.61 In assessing the signiªcance of such
threats, the “key question,” argues Caitlyn Talmadge, “would not be whether
the target state expected to suffer complete nuclear disarmament . . . [but
whether it] feared the erosion of its nuclear capabilities past some threshold
considered vital to its security.”62 (In the general political science literature, the
term “crisis instability” is often used in a somewhat different sense to describe
the tendency to resort to the use of force in a crisis.)

In the Cold War, analysts generally assumed that if crisis instability led to
nuclear ªrst use, such use would be in the form of a large-scale preemptive
ªrst strike. Today, if the United States or, much more likely, Russia felt its nu-
clear forces or associated C3I capabilities to be in severe danger (whether from
nuclear or nonnuclear threats), it might conceivably launch such a strike.
Other responses, however, would probably be much more likely—including
by China, which lacks the capability for effective large-scale preemption.63 For
example, a state might enhance the survivability of its nuclear forces by dis-
persing mobile weapons. The national leadership might pre-delegate nuclear
launch authority to ªeld commanders. To try to scare its opponent into back-
ing down from threatening its nuclear forces, a state might threaten to use nu-
clear weapons or even use them in a limited way.64 All of these steps could
spark further escalation, albeit with varying likelihoods.

The possibility that nonnuclear operations might induce crisis instability
was ªrst discussed by scholars toward the end of the Cold War, in part because
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61. The literature on crisis stability is vast, but the seminal discussion is Thomas C. Schelling, The
Strategy of Conºict (Cambridge, Mass.: Harvard University Press, 1960), chap. 9. For the concept’s
historical origins, see Michael S. Gerson, “The Origins of Strategic Stability: The United States and
the Threat of Surprise Attack,” in Elbridge A. Colby and Gerson, eds., Strategic Stability: Con-
tending Interpretations (Carlisle, Pa.: U.S. Army War College Press, 2013), chap. 1, http://www
.strategicstudiesinstitute.army.mil/pubs/download.cfm?q�1144.
62. Talmadge, “Would China Go Nuclear?” p. 63; see pp. 57–64 more generally.
63. Michael S. Gerson, “No First Use: The Next Step for U.S. Nuclear Policy,” International Security,
Vol. 35, No. 2 (Fall 2010), pp. 35–39, doi:10.1162/ISEC_a_00018.
64. Talmadge, “Would China Go Nuclear?” pp. 58–59.
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of the potential for such operations to degrade C3I capabilities. Most sig-
niªcantly, in his 1991 study, Inadvertent Escalation, Posen argued that, as the
Soviet early-warning network was degraded over the course of a conventional
war in Europe, Moscow might come to believe that the United States was
about to decapitate the Soviet nuclear C3I system and launch a preemptive
ªrst strike.65 At about the same time, Bruce Blair identiªed the vulnerability of
the U.S. nuclear C3I system to Soviet nonnuclear weapons as another potential
trigger of crisis instability.66

More recently, scholarly discussions of the implications of C3I vulnerability
for crisis instability have focused on the possibility of U.S. nonnuclear attacks
on Chinese C3I capabilities located in the theater of operations—in particular,
the communication system for China’s land-based mobile missiles, but also
its air-defense radars.67 Other C3I assets, including Chinese and Russian early-
warning capabilities and U.S. communication capabilities, are also entangled,
creating escalation risks that have not been identiªed before in the aca-
demic literature.

Russia has developed various capabilities to provide early warning of an
incoming attack with nuclear-armed ballistic missiles. China, meanwhile, ap-
pears to be in the process of doing so. One potential purpose of such capabili-
ties is to enable a state to launch nuclear weapons before they are destroyed.
Russian nuclear doctrine is generally believed to include this option, known as
“launch under attack” or “launch on warning” (neither term has a universally
accepted deªnition, although the United States adopts the former in describ-
ing its own policy). There is evidence, including in the 2013 edition of Science
of Military Strategy, a textbook published by the People’s Liberation Army
Academy of Military Sciences, that China may be moving in the same direc-
tion (though if so, it may be planning to alert its forces in a crisis rather than
keep them on day-to-day alert).68 Separately, both states have extensive air-

Escalation through Entanglement 77

65. Posen, Inadvertent Escalation, chaps. 2–3. See also Bruce G. Blair, The Logic of Accidental Nuclear
War (Washington, D.C.: Brookings Institution Press, 1993), pp. 270–271.
66. Bruce G. Blair, Strategic Command and Control: Redeªning the Nuclear Threat (Washington, D.C.:
Brookings Institution, 1985), pp. 207, 296–297; and Bruce G. Blair, “Alerting in Crisis and Conven-
tional War,” in Carter, Steinbruner, and Zraket, Managing Nuclear Operations, pp. 107–108.
67. On attacks against communication assets, see Chase, Erickson, and Yeaw, “Chinese Theater
and Strategic Missile Force Modernization and Its Implications for the United States,” pp. 105–106;
Pollack, “Emerging Strategic Dilemmas in U.S.-Chinese Relations,” pp. 57–58; Christensen, “The
Meaning of the Nuclear Evolution,” p. 468; Cunningham and Fravel, “Assuring Assured Retalia-
tion,” pp. 42, 44; and Talmadge, “Would China Go Nuclear?” pp. 78–79. On attacks against air de-
fenses, see Talmadge, “Would China Go Nuclear?” pp. 78–79." On attacks against air defenses, see
Talmadge, “Would China Go Nuclear?” pp. 77–78.
68. Gregory Kulacki, “The Chinese Military Updates China’s Nuclear Strategy” (Cambridge,
Mass.: Union of Concerned Scientists, March 2015), p. 4, http://www.ucsusa.org/sites/default/
ªles/attach/2015/03/chinese-nuclear-strategy-full-report.pdf.
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defense systems, which probably play an important role in protecting their nu-
clear forces and associated C3I capabilities from the perceived threat of nuclear
or nonnuclear attack by U.S. aircraft and cruise missiles.

At least three types of Chinese or Russian early-warning assets are already
entangled—or could become entangled—and, therefore, might be subject to
incidental attacks by the United States, with the consequent risk of crisis insta-
bility. First, the United States might target China’s or Russia’s small collection
of over-the-horizon radars, which can detect some threats at much greater
distances than conventional line-of-sight radars.69 As other analysts have
noted, the United States might have a variety of incentives, in a conventional
conºict, to strike these radars—especially, perhaps, Chinese ones with a role in
locating U.S. aircraft carriers.70 What has not been noted before (at least in the
context of a discussion of escalation risks) is that China and Russia appear to
regard their over-the-horizon radars as perhaps their best means of gaining at
least some warning of a U.S. attack with stealthy aircraft or cruise missiles,
which they worry pose a serious threat to the survivability of their nuclear
forces.71 The loss of these radars, therefore, could be particularly disquieting to
Beijing or Moscow.

Second, an even more serious escalation risk that appears to have gone en-
tirely unnoticed by analysts is incidental attacks on BMEWRs—particularly
the network of these radars that rings Russia. These dual-use radars are proba-
bly Russia’s most important assets for space situational awareness up to a few
thousand kilometers in altitude and so enable Russia to hold numerous U.S.
satellites at risk.72 In consequence, the United States could strike this network
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69. Pavel Podvig, “Russia Begins Deployment of Over-the-Horizon Radars,” Russian Strategic Nu-
clear Forces blog, December 3, 2013, http://russianforces.org/blog/2013/12/russia_begins_
deployment_of_ov.shtml; and Ofªce of the Secretary of Defense, “Military and Security Develop-
ments Involving the People’s Republic of China 2014,” annual report to Congress (Washing-
ton, D.C.: U.S. Department of Defense, 2014) pp. 40, 69, http://www.defense.gov/Portals/1/
Documents/pubs/2014_DoD_China_Report.pdf.
70. Twomey, “Asia’s Complex Strategic Environment,” p. 64. Of the two types of over-the-horizon
radars, skywave and groundwave, the former could have a role in detecting both ships and air-
breathing threats.
71. Zhou Wanxing, “Tianbo Chaoshiju Leida Fazhan Zongshu” [Summary of the development of
Skywave over-the-horizon radar], Journal of Electronics, Vol. 39, No. 6 (2011), pp. 1375–1376 (in Chi-
nese; the author thanks Tong Zhao for translating the relevant section of this article); Podvig,
“Russia Begins Deployment of Over-the-Horizon Radars”; and “I See You: Russian-Made Sun-
ºower Radar Is Capable of Detecting F-35 Jets,” Sputnik, July 2, 2016, http://sputniknews.com/
science/20160702/1042341025/russia-podsolnukh-radar-f35.html.
72. Pavel Podvig, “Status of the Russian Early-Warning Radar Network,” Russian Strategic Nuclear
Forces blog, January 13, 2013, http://russianforces.org/blog/2013/01/status_of_the_russian
_early-warning.shtml.
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in an effort to protect its satellites. Such attacks could generate severe crisis in-
stability, given Russia’s reliance on launch under attack.

At least two Chinese BMEWRs can be identiªed from publicly available sat-
ellite imagery—although it is unclear how many such radars China possesses
or how many it ultimately intends to construct.73 Chinese BMEWRs have an
inherent capability to contribute to space situational awareness and hence en-
able ASAT operations, making them potential U.S. targets. Moreover, China
may be building BMEWRs to enable the switch to a launch-under-attack pos-
ture. If it does so, China could view U.S. strikes against those radars as an
attempt to undermine the survivability of its nuclear forces.

Other technological developments could exacerbate the escalation risks as-
sociated with attacks on BMEWRs yet further. Today, Chinese and Russian
BMEWRs would be generally incapable of tracking most U.S. nonnuclear
weapons, such as aircraft and cruise missiles (not least because of the relatively
low altitude at which such weapons ºy). The United States, however, is con-
sidering acquiring long-range nonnuclear ballistic missiles, which could be
tracked by BMEWRs.74 If the United States decides to deploy nonnuclear bal-
listic missiles, it might attack such radars, in a conºict, to suppress Chinese or
Russian defenses.

Third, for a similar reason, U.S. strikes against Russian or possible Chinese
early-warning satellites, which seem unlikely today, could become more
plausible in the future. Since November 2015, Russia has deployed two satel-
lites as part of a new space-based early-warning system, and it has ambitious
plans to deploy “about ten” by 2020.75 Even if such plans are only partially re-
alized, Russia may signiªcantly increase its reliance on space-based early
warning. Meanwhile, the U.S. Department of Defense assesses that China also
has an interest in acquiring early-warning satellites.76 In fact, according to me-

Escalation through Entanglement 79

73. These were identiªed by Catherine Dill and are located at 46.528085°N, 130.755181°E (in
Heilongjiang) and 30.286637°N, 119.128591°E (in Zhejiang). Given its location, a similar radar at
41.641422°N, 86.237161°E (in Xinjiang) is probably used for monitoring China’s own testing activi-
ties. Author’s personal communications with Catherine Dill and Jeffrey Lewis, 2016–2018.
74. A requirement in the Fiscal Year 2018 U.S. National Defense Authorization Act is likely to in-
volve the Department of Defense studying the feasibility of converting missile-defense intercep-
tors into land-attack ballistic missiles. See National Defense Authorization Act for Fiscal Year 2018,
Public Law 115-91, 115th Cong., 1st sess. (December 12, 2017), sec. 1243.(c).(2).
75. William Graham, “Soyuz 2-1B Launches Tundra Missile Detection Spacecraft,” nasaspaceºight
.com, May 25, 2017, https://www.nasaspaceºight.com/2017/05/soyuz-2-1b-launches-tundra-
missile-detection-spacecraft/; and “Russia to Launch Ten Missile Attack Warning Satellites by
2020,” TASS, December 20, 2016, http://tass.com/defense/920880.
76. Ofªce of the Secretary of Defense, “Military and Security Developments Involving the Peo-
ple’s Republic of China 2017,” p. 61.
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dia reports China had developed plans, by as early as 2014, to deploy its ªrst
such satellite.77 For the time being, Russian and possible Chinese satellites may
not contribute enough to nonnuclear military operations for them to become
plausible targets of incidental U.S. strikes. If, however, the United States de-
ploys nonnuclear ballistic missiles or hypersonic boost-glide weapons, which
such satellites could track, that calculus could change, creating additional po-
tential triggers of crisis instability.78

Even more dramatically, over the next decade or two, actual or threatened
nonnuclear attacks by Russia against the United States could generate crisis in-
stability, most likely by incidental strikes against dual-use U.S. communication
capabilities. (In the more distant future, if China develops signiªcant counter-
force capabilities, it too could generate crisis instability through such attacks,
though that possibility is not considered further here.)

The United States has acknowledged three “layers” of capabilities for send-
ing employment orders to deployed nuclear forces: satellites, ground-based
transmitters, and airborne transmitters.79 The two U.S. satellite constellations
for communicating with nuclear forces—the legacy Milstar system and newer
AEHF system—are dual use. Because these satellites are in high-altitude geo-
stationary orbits, there would be particular challenges in attacking them (in-
cluding the possibility of evasive maneuvering by the target satellite in the
time required for a direct-ascent weapon to reach it after launch). Such chal-
lenges notwithstanding, these satellites are likely to be vulnerable soon—
if they are not already.80 Russia has reportedly preserved—and may be
enhancing—legacy Soviet direct-ascent ASAT weapons able to reach geosta-
tionary orbit and, in 2015, demonstrated an apparent co-orbital capability
against satellites in that orbit.81

The United States also operates two networks of dual-use ground-based
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77. “China Plans to Launch Test Satellite for Missile Defense,” Japan Economic Newswire, August
24, 2015.
78. Indeed, media reports claim that both China’s and Russia’s early-warning satellites have the
capability to contribute to missile-defense operations. See ibid.; and Graham, “Soyuz 2-1B
Launches Tundra Missile Detection Spacecraft.”
79. It is possible that the United States has additional classiªed systems. Because only a handful of
technologies can communicate over long distances, however, any such systems would be likely to
suffer from vulnerabilities similar to those of acknowledged systems.
80. The U.S. intelligence community assesses that “Russian and Chinese destructive ASAT weap-
ons probably will reach initial operational capability in the next few years.” This wording may
suggest that nondestructive ASAT weapons may already be operational. See Coates, “Worldwide
Threat Assessment of the U.S. Intelligence Community,” p. 13.
81. Brian Weeden, “Dancing in the Dark Redux: Recent Russian Rendezvous and Proximity Oper-
ations in Space,” Space Review, October 5, 2015, http://www.thespacereview.com/article/2839/1;
and Arbatov, Dvorkin, and Topychkanov, “Entanglement as a New Security Threat,” pp. 33–35.
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transmitters that it can use to send employment orders to nuclear forces. The
Fixed Submarine Broadcast System appears to comprise nine transmitters lo-
cated mostly around the peripheries of the Atlantic and Paciªc Oceans.82 The
High Frequency Global Communications System for communicating with
bombers (and perhaps other nuclear delivery systems, too) consists of thirteen
transmitters spread across the globe.83 All of these transmitters are large ªxed
structures that (with one exception) are located near coasts, making them vul-
nerable to Russian sea- and air-launched cruise missiles, in particular.84

In a conventional conºict against NATO, Moscow might attack U.S. commu-
nication assets in an effort to further its warªghting goals. Russian strategists
“can hardly imagine [such a] conºict failing to spread from the Euro-Atlantic
region to the Far East-Paciªc.”85 As a result, even in a European conºict,
Russia might not limit its attacks to U.S. communication assets located in or
around Europe. In fact, Russia could plausibly launch incidental strikes (most
likely in a series of waves) against dual-use land-based transmitters spread
around the Euro-Atlantic and Asia-Paciªc areas, and, even more signiª-
cantly, against perhaps three out of the four AEHF satellites (depending on
exactly how the constellation is conªgured after Milstar satellites are retired).
Washington would surely have little conªdence that any remaining space-
and land-based assets for communicating with nuclear forces would survive
for long.

In this scenario, the United States would become critically dependent on
E-4B and E-6B aircraft, which are designed to protect national and military
leaders and facilitate communications with both nuclear and nonnuclear
forces.86 Indeed, a recent U.S. Strategic Command exercise, Global Thunder
2018, involved an adversary’s attacking U.S. nuclear C3I assets until “the last
thing remaining [was] the jet.”87 For now, these aircraft would likely be surviv-
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82. U.S. Department of the Navy, “Submarine Communications Master Plan.”
83. Dwayne Harris, “HFGCS Status” (Boston: Rockwell Collins, February 4, 2010), p. 5,
http://www.hªndustry.com/meetings_presentations/presentation_materials/2010_feb_hªa/
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84. The exception is a High Frequency Global Communications System transmitter in Nebraska.
Given its location, however, it is unlikely to be involved in directing operations involving forward-
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85. Alexei Arbatov, “Gambit or Endgame? The New State of Arms Control” (Moscow: Carnegie
Moscow Center, March 2011), p. 6, http://carnegieendowment.org/ªles/gambit_endgame.pdf.
86. Ofªce of the Deputy Assistant Secretary of Defense for Nuclear Matters, “Nuclear Matters
Handbook 2016” (Washington, D.C.: Ofªce of the Deputy Assistant Secretary of Defense for
Nuclear Matters, 2016), p. 75, https://www.acq.osd.mil/ncbdp/nm/NMHB/docs/NMHB_2016-
optimized.pdf.
87. Quoted in Sydney J. Freedberg Jr., “When the Football Comes Out, Who Watches the Presi-
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able, because they could probably be protected by friendly forces while operat-
ing from U.S. airspace.

The survivability prospects of E-4B and E-6B aircraft over the longer term,
however, are questionable. Because these aircraft use modiªed commercial
airframes, they lack both the speed to escape threats and the stealth character-
istics to avoid detection. Indeed, given that their fundamental purpose is com-
munications, their eventual replacements could not be stealthy either. Russia,
therefore, may be able to develop capabilities, such as long-range air-to-air
weapons, that could threaten communication aircraft, even while operating
over the United States. If so, incidental attacks on these aircraft—or even, per-
haps, apparent preparations for such attacks—could generate crisis instability
by appearing to be an attempt to undermine the U.S. nuclear deterrent by
cutting off the ability of national leadership to communicate with deployed
nuclear forces.

escalation redux

Misinterpreted warning, the damage-limitation window, and crisis instability
are not mutually exclusive. Multiple escalation pressures could arise simulta-
neously and even interact with one another. That said, for escalation to occur
along any pathway, speciªc technological and doctrinal conditions would
have to be fulªlled, as summarized in table 1. In abstract terms, each mecha-
nism involves an “attacker” that launches or threatens nonnuclear attacks
against a “target.” Some conditions are necessary for the target to experience
pressures to escalate the conºict. Others are contributory in that they increase
the likelihood of escalation, but escalation can occur even if they are not ful-
ªlled. For example, the target must have dual-use C3I capabilities, and those
capabilities must be attacked or threatened for misinterpreted warning to oc-
cur. If the attacker has a counterforce nuclear doctrine (as Russia does), escala-
tion is more likely. Nonetheless, escalation can still occur if the attacker does
not plan for counterforce operations (as in the case of China).

Early Warning: Technical Vulnerabilities and Their Consequences

Two questions arise when assessing the severity of the escalation risks de-
scribed above. First, how important to nonnuclear warªghting are the assets
involved in nuclear C3I? The more important they are, the more likely they
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might be threatened or attacked in a conventional conºict. Second, how badly
would strikes against dual-use enabling capabilities degrade the target’s abil-
ity to prosecute a nuclear war? If the target’s nuclear C3I system were highly
resilient and limited strikes would do little to undermine its overall effective-
ness, then the escalation risks of incidental strikes would probably be small. By
contrast, if the loss of a few key enabling assets—in the worst case, just one—
severely undermined the target’s ability to conduct nuclear operations, escala-
tion would be more likely.

This section demonstrates that the United States’ early-warning system is
deeply integrated into its conventional operations and that even limited strikes
could lower its effectiveness signiªcantly and so create serious escalation risks.
Separately, it considers the risks of cyber interference with dual-use Chinese,
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Table 1. Technological and Doctrinal Conditions for Escalation to Occur as a Result of
Entanglement

Misinterpreted
Warning

Damage-Limitation
Window

Crisis
Instability

Target’s nuclear forces have been
attacked by—or are perceived to be
threatened by—attacker’s nonnuclear
weapons

��a

Target’s nuclear C3I (command,
control, communication, and
intelligence) capabilities have been
attacked by—or are perceived to be
threatened by—attacker’s nonnuclear
weapons

�� �� ��a

Target’s nuclear delivery systems
are dual use or superªcially similar
to nonnuclear delivery systems

�

Target’s nuclear C3I capabilities are
dual use

�� �� �

Attacker’s nuclear doctrine calls for
damage limitation

� �

Target’s nuclear doctrine calls for
damage limitation

� ��

Attacker’s conventional warªghting
doctrine calls for attacks against C3I
capabilities

� � �

�� � necessary condition
� � exacerbating condition
aAt least one of these conditions is necessary for crisis instability.
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Russian, and U.S. early-warning capabilities. These risks have some important
differences from those that might result from kinetic strikes.

Threats to early-warning assets are important in generating escalation risks
through crisis instability, misinterpreted warning, and in the cases of Russia
and the United States, the damage-limitation window. For reasons of space,
threats to other enabling capabilities are not considered here, though are po-
tentially no less signiªcant. Indeed, in a real conºict, it is possible that multiple
enabling systems could be attacked or threatened—potentially very early in a
conºict, especially where ISR is concerned—magnifying escalation risks.

As with Russia, early warning would be necessary for the United States to
execute any of the launch-under-attack options included in its nuclear war
plans.88 Under its policy of “dual phenomenology,” Washington requires “two
independent information sources using different physical principles” in as-
sessing a potential attack.89 To this end, the United States has deployed two
distinct missile early-warning capabilities.90 Space-based infrared detectors
can identify the hot gases that are expelled from a ballistic missile while its
motor is ªring. Later in ºight, large land-based radars can monitor the incom-
ing reentry vehicle, potentially from a distance of thousands of kilometers.

If U.S. launch-under-attack plans include the option to launch nuclear weap-
ons before any nuclear detonations on American soil—as was the case toward
the end of the Cold War and appears to be true today—then the United
States’ early-warning architecture has no redundancy at the systems level;
the loss of early-warning data from either satellites or radars could prevent
Washington from meeting its own requirement for dual phenomenology.91

threats to u.s. space-based early-warning assets

In 2018, the United States completed deployment of the Space-Based Infrared
System (SBIRS) to replace the legacy Defense Support Program system for
space-based early warning. The SBIRS constellation comprises six satel-
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88. Bureau of Arms Control, Veriªcation, and Compliance, “U.S. Nuclear Force Posture and De-
Alerting,” fact sheet (Washington, D.C.: U.S. Department of State, December 14, 2015), https://
web.archive.org/web/20170101112527/https://www.state.gov/t/avc/rls/250644.htm.
89. Ofªce of the Deputy Assistant Secretary of Defense for Nuclear Matters, “Nuclear Matters
Handbook 2016,” p. 76.
90. In addition, various systems can detect the detonations of nuclear warheads, but these are less
useful for enhancing force survivability.
91. According to the U.S. State Department, “The President would have less than 30 minutes in
which to make a decision to launch our ICBMs under attack.” This timeline strongly suggests that
a launch could take place before incoming warheads detonated. Bureau of Arms Control, Veriªca-
tion, and Compliance, “U.S. Nuclear Force Posture and De-Alerting.” On Cold War policy, see
Blair, The Logic of Accidental Nuclear War, pp. 168, 192.
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lites.92 Four dedicated SBIRS GEO satellites are in geostationary orbits, about
36,000 kilometers above ªxed points near the Equator. In addition, to provide
coverage of the northern polar region, two more SBIRS HEO detectors are
hosted by “classiªed” satellites, whose primary purpose is reportedly elec-
tronic-intelligence collection, in highly elliptical orbits.93 These satellites spend
most of their orbits in the Northern Hemisphere, reaching latitudes as high
as 65°N.

As with U.S. communication satellites, it is likely that if SBIRS satellites are
not already vulnerable, they will be soon.94 The U.S. intelligence community
assesses that both China and Russia are “advancing directed-energy weapons
technologies for the purpose of ªelding ASAT weapons that could blind or
damage sensitive space-based optical sensors, such as those used for . . . mis-
sile defense.”95 Moreover, like Russia, China is funding the development of
direct-ascent ASAT weapons and, in 2013, probably tested an ASAT weapon
that may be capable of threating geostationary satellites.96

In a conventional conºict, an adversary could have at least two signiªcant
motivations for launching incidental attacks against the United States’ SBIRS
constellation. First, the electronic-intelligence collection satellites that report-
edly host SBIRS HEO detectors are in orbits ideally suited for monitoring
military activities in Russia’s north, making them potential targets. One partic-
ularly strong motivation for Moscow to attack them might be to interfere with
U.S. efforts to collect intelligence on the movements of the surface ships and
submarines of Russia’s Northern Fleet, which is based inside the Arctic Circle.
In such strikes, the SBIRS HEO detectors would be collateral damage.

Second, China or Russia could target the SBIRS constellation because of its
role in enabling nonnuclear operations. The constellation’s most important
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92. The United States has purchased additional satellites for replenishment purposes; more than
six satellites, therefore, may temporarily be in orbit.
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such functions are providing early warning of, and cueing defenses against,
nonnuclear ballistic missiles. In general, the more satellites were attacked, the
more the performance of U.S. defenses would be degraded. SBIRS satellites are
involved in other nonnuclear missions, including “intelligence collection” and
“battlespace characterization,” which includes “battle damage assessment,
suppression of enemy air defense, [and] enemy aircraft surveillance.”97 In a
few circumstances, these auxiliary functions could be sufªciently important to
motivate an adversary to launch incidental attacks. For example, China might
attack SBIRS satellites because of their ability to detect nonnuclear ballistic
missiles early in ºight and hence provide targeting data that the United States
would ªnd useful if it sought to hunt the mobile launchers from which such
missiles were being launched.98

Not only might China or Russia attack SBIRS satellites in a conventional
conºict, but such attacks—even if limited—could have serious negative im-
plications for the United States’ ability to monitor launches of the adversary’s
nuclear-armed ballistic missiles.99 With six satellites, the SBIRS constellation
can be—and, after the retirement of the remaining Defense Support Program
satellites, presumably will be—conªgured so that most areas from which
nuclear-armed missiles might plausibly be launched are monitored by at least
three or four satellites at all times, providing some margin of redundancy.
In practice, however, this margin could be worn away quickly. If Beijing or
Moscow sought, in a conventional conºict, to undermine U.S. missile defenses
by degrading the SBIRS constellation to point where it could not monitor non-
nuclear missile launches from, respectively, Eastern China or Western Russia,
the United States would also lose the capability to monitor the majority of its
adversary’s nuclear forces continuously from space.

The margin of redundancy for some potential launch sites is even thinner.
For example, if Russia destroyed just two SBIRS satellites—either of the host
satellites for SBIRS HEO detectors, and the western-most SBIRS GEO satellite
(which would contribute signiªcantly to ballistic missile defense operations in
Europe)—it would deprive the United States of the space-based capability
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to continuously monitor potential Russian SSBN patrol areas in the North
Atlantic Ocean close to Europe.

Moreover, the SBIRS constellation features a single-point vulnerability: the
United States could not continuously monitor the northern polar region from
space if either of the SBIRS HEO detectors were rendered inoperable. With just
one of these detectors in operation, there would be slightly more than four-
and-a-half hours each day during which the United States had no coverage of
the northern polar region or only partial coverage. Gen. William Shelton, then
commander of U.S. Space Command, was almost certainly referring to this
weakness when, in 2014, he acknowledged, without further explanation, the
existence of a single-point vulnerability in the SBIRS constellation.100

Historically, monitoring the northern polar region has not been a U.S. prior-
ity, presumably because so much of it used to be covered by ice year round
that it was an undesirable area from which to launch ballistic missiles.101 In-
deed, until the ªrst SBIRS HEO detector was launched in 2006, the United
States relied solely on land-based radars for this task. As climate change
further reduces the sea ice coverage of the Arctic Ocean, however, especially
during summer, monitoring the northern polar region is probably becoming
more important.

threats to u.s. land-based early-warning assets

The United States operates six land-based early-warning radars designed pri-
marily to detect missile attacks against the United States: ªve PAVE PAWS ra-
dars are located in California, Massachusetts, Greenland, the United Kingdom,
and Alaska, where a COBRA DANE radar is also based.102 All of these ballistic
missile early-warning radars are large and immobile, and hence potentially
vulnerable to precise conventional weapons, including air- and sea-launched
cruise missiles. In general, opening a complete hole in the U.S. network of
BMEWRs would require the destruction of at least two or three radars.103
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Although the primary mission of U.S. BMEWRs is to detect and track an in-
coming nuclear strike, they also contribute signiªcantly to two nonnuclear op-
erations. First, they have a signiªcant role in tracking space objects, including
U.S. satellites and potentially Chinese and Russian ASAT weapons. As a result,
Beijing or Moscow might plausibly attack U.S. BMEWRs to maximize both the
effectiveness and consequences of ASAT operations.

Second, like early-warning satellites, the United States’ BMEWRs have (or,
in some cases, are currently being upgraded to gain) the capability to contrib-
ute to defending against nonnuclear ballistic missile strikes. Indeed, both
China and Russia evince an interest in holding ground-based U.S. ballistic
missile defense assets at risk.104 That said, today at least, only one BMEWR—
the one based at Fylingdales in the United Kingdom—could likely become
involved in defending against Chinese or Russian nonnuclear ballistic mis-
sile strikes and so be subject to incidental attacks.105 Given the location of
other U.S. BMEWRs, the only Chinese or Russian ballistic missiles that they
would be likely to track would be SLBMs or ICBMs, all of which are currently
nuclear armed.

The U.S. Fylingdales BMEWR is not only the radar most likely to suffer an
incidental attack; it is also the most important radar for providing early warn-
ing of a Russian nuclear strike. Because it is based so far east of the continental
United States, this radar could detect Russian ICBM and SLBM launches from
most deployment areas much earlier than other U.S. BMEWRs. As a result, es-
pecially if Russia succeeded in partially or completely disabling the SBIRS con-
stellation, follow-on attacks against the Fylingdales radar could be particularly
escalatory. Looking forward, if China or Russia eventually develops non-
nuclear ICBMs or SLBMs, then U.S. BMEWRs other than Fylingdales could
take on a signiªcant role in nonnuclear missile defense operations, creating
new targets for incidental attacks and thus potential triggers of escalation.

International Security 43:1 88

a hole, but it is currently unlikely that either of these radars and no other would be subject to inci-
dental attacks. The discussion in this section is based on the author’s own analysis using Google
Earth. The author thanks Geoffrey Forden and Pavel Podvig for assistance with, respectively, visu-
alizing ballistic missile trajectories and radar fans. Data about the capabilities of U.S. BMEWRs are
available from Missile Defense Agency, “Elements: Sensors” (Washington, D.C.: U.S. Department
of Defense, January 22, 2018), https://www.mda.mil/system/sensors.html.
104. Second Artillery Corps, “The Science of Second Artillery Campaigns,” pp. 318, 396–397; and
Andrew E. Kramer, “Russian General Makes Threat on Missile-Defense Sites,” New York Times,
May 3, 2012, http://www.nytimes.com/2012/05/04/world/europe/russian-general-threatens-
pre-emptive-attacks-on-missile-defense-sites.html.
105. The author estimates that the Fylingdales radar, if angled at 3 degrees above the horizontal,
could track an Iskander ballistic missile with a range of 500 kilometers ªred from Kaliningrad to
western Poland for about 150 kilometers of its trajectory.

Downloaded from http://www.mitpressjournals.org/doi/pdf/10.1162/isec_a_00320&usg=AOvVaw2cfPMXiVPhYWh3oQyz0Ro7 by guest on 12 December 2021



Intriguingly, there may be an Asia-Paciªc analogue to the Fylingdales
radar—even if it is not a U.S. radar. In 2013, Taiwan commissioned a PAVE
PAWS early-warning radar that it purchased from the United States. Taipei has
stated that the sole purpose of this radar is to track Chinese short-range
nonnuclear ballistic missiles.106 This radar, however, does have an inherent ca-
pability to detect Chinese ICBMs early in ºight. In fact, it could provide sig-
niªcantly more warning of a Chinese ICBM strike than any U.S. BMEWR, and
a senior Taiwanese lawmaker has claimed that data from this radar is shared
with the United States.107 If this claim is correct, then incidental Chinese strikes
against the radar could have signiªcant escalation consequences. To be sure,
China might attack this radar in the early phases of a conºict, while the war’s
outcome was still uncertain. At that juncture, the escalation risks would proba-
bly be modest, because China’s incentives to use nuclear weapons would be
minimal. If, however, China began to lose the conºict and subsequently at-
tacked the United States’ SBIRS satellites, then the already serious escalation
consequences of attacking early-warning satellites would likely be com-
pounded by China’s earlier attack on the radar.

cyber threats to early-warning systems

There are credible reports of cyber interference with early-warning systems.
Most notably, when Israel destroyed Syria’s clandestine plutonium-production
reactor in 2007, it reportedly ªrst disabled the Syrian air-defense system using
a variety of tools, including cyberweapons, to reduce risks to the aircraft con-
ducting the attack.108 To be sure, nuclear C3I networks in China, Russia, and
the United States are presumably protected by much better cyber defenses
than Syria’s air-defense system was a decade ago. Nonetheless, these states
have launched efforts to enhance the cyber defenses of networks used for nu-
clear C3I, implying that they believe cyber threats to them are credible; indeed,
the United States military has said so explicitly.109 Yet, eliminating cyber vul-
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nerabilities entirely may be impossible. The U.S. Defense Science Board, for ex-
ample, has stated baldy that it is “impossible” for the U.S. Department of
Defense to fully defend its networks.110

The existing literature on cyber threats to early-warning systems has not
considered the possibility that dual-use early-warning capabilities might be
subject to incidental cyber interference for the purpose of inºuencing the out-
come of a conventional war.111 (Because some physical early-warning assets in
China, Russia, and the United States are dual use, at least some of the net-
works that support them must also be dual use.112) The term “cyber interfer-
ence” is used here to include both cyber espionage (gathering information for
intelligence purposes without damaging the operation of the target system)
and cyberattack (attempting to undermine the target system’s functionality by
compromising the integrity or availability of its data).

The severity of the escalation risks stemming from incidental cyber interfer-
ence with early-warning capabilities depends on at least two factors. One fac-
tor, as Erik Gatrzke and Jon Lindsay note, is whether the target detects the
cyber interference.113 The other is whether, if the interference is detected,
the target correctly assesses the attacker’s intent.
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In even a modest conventional conºict, a state’s temptation to conduct cyber
espionage against an enemy’s C3I system could be very strong. In the case of
dual-use early-warning networks, the state might focus on detecting its oppo-
nent’s potential weaknesses—such as radars that were inoperative or perform-
ing poorly—so the state could exploit them to enable more effective offensive
operations. Such cyber espionage could have escalation consequences only if
the target discovered it. In this case, the espionage could contribute to misin-
terpreted warning, because the target might believe that its opponent was
looking for weaknesses prior to using nuclear weapons. The exact conse-
quences, though, would presumably depend on what the target believed
the cyber espionage had revealed. For example, if Russia believed that the
United States had discovered a serious weakness in its early-warning system,
Moscow’s conªdence in the survivability of its nuclear forces could diminish,
generating crisis instability on top of misinterpreted warning. By contrast, if
Russia believed that the United States had failed to acquire anything of sig-
niªcance, the escalation consequences might be much more modest.

Cyberattacks designed to facilitate nonnuclear strikes by undermining the
operation of an adversary’s early-warning capabilities could also precipi-
tate escalation. Once again, the attack could prove escalatory only if the target
detected it. If a state did conclude that its early-warning system had been sub-
ject to a cyberattack, the escalation consequences could be as serious as if the
system had been physically attacked, especially if the target believed that
the damage could not be reversed quickly. In fact, the consequences might
even be more serious because a cyberattack against a critical network (one re-
sponsible for fusing data from multiple sources, say) could disable an entire
early-warning system, whereas kinetic strikes would have to pick off sensors
one by one.

The risk of escalation could be further exacerbated by the challenges fac-
ing the target in determining the attacker’s intent. Fully understanding the
purpose of complex malware can be difªcult and time consuming, and the tar-
get might be uncertain about its capabilities for a signiªcant length of time—
allowing considerable scope for worst-case thinking. For example, even if the
malware were capable only of espionage, the target might worry it also con-
tained a “kill switch” able to disable an early-warning system after activation.
To create yet more uncertainty, a single penetration into a network can be
used to insert multiple “payloads.” For this reason, even if the target believed
that ongoing interference was limited to espionage, it might worry that the
vulnerability used by the attacker could be exploited for more nefarious ends
(at least until that vulnerability had been identiªed and ªxed).
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In the ªnal analysis, there would be at least two important differences be-
tween the escalation risks resulting from cyber interference with and physical
attacks on dual-use early-warning systems. First, a physical attack on an early-
warning asset would be signiªcantly more difªcult to conceal than cyber inter-
ference (even if not all physical attacks are equally obvious). Unlike plausible
physical attacks, therefore, cyberattacks on early-warning systems might go
undetected and have no escalation consequences. Second, with physical at-
tacks on early-warning assets, the risk of inadvertent escalation would stem
from the dual-use nature of the target. With cyber interference, this ambiguity
would still exist but would be compounded by possible uncertainty about the
interference’s purpose. This “double ambiguity” is a major reason why the es-
calation risks of U.S. nonnuclear operations against China or Russia would be
greater than previous academic analyses have suggested. It means that even
limited cyber espionage, if detected, could prove highly escalatory.

Policy Implications

In spite of the magnitude of the dangers, risk reduction is likely to prove ex-
tremely challenging. China, Russia, and the United States would be unlikely to
agree to meaningful limits on nonnuclear capabilities designed to threaten po-
tential adversaries’ C3I assets because each state views such capabilities as
critical for both conventional warªghting and deterrence. Moreover, each state
is—or may become—resistant to disentangling its nuclear and nonnuclear
forces and C3I assets. Russia’s objection, according to Alexey Arbatov, is sim-
ply the ªnancial costs of separation.114 Some Chinese scholars, meanwhile,
have argued that separating nuclear and nonnuclear forces and C3I assets
could make U.S. attacks against Chinese nonnuclear capabilities less risky and
hence more likely (even if these scholars also argue that China’s adoption of
dual-use capabilities was originally motivated by convenience and not strat-
egy).115 Indeed, the same logic may even end up holding sway in Washington.
There is no evidence that the United States’ use of dual-use C3I assets (or dual-
use aircraft, for that matter) was motivated by anything other than con-
venience and cost. If, however, there was ever a serious discussion about
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separating nuclear and nonnuclear C3I then it is not difªcult to imagine advo-
cacy for entanglement on deterrence grounds.

Yet, Beijing, Moscow, and Washington should still confront the question of
whether the advantages of entanglement—both ªnancial and strategic—are
worth the escalation risks. After all, if the escalation risks are too great, then
any beneªts will be outweighed by an increase in the likelihood and probable
costs of a war. If this article is correct—if the escalation risks are greater than
widely realized and likely to increase further—then China, Russia, and the
United States may already be on the wrong side of the line.

understanding and raising awarness of the risks

A ªrst-order task for Washington, Beijing, and Moscow, therefore, is to conduct
their own analyses, most likely on a classiªed basis, of the potential beneªts
and risks of entanglement. These efforts should be informed by intelligence
assessments about the extent to which potential adversaries’ nuclear and non-
nuclear forces and C3I assets are entangled, and about those rivals’ percep-
tions of the intentions and capabilities of the state conducting the analysis.
If such analyses concluded that the risks of entanglement did indeed out-
weigh the beneªts, they could catalyze and inform the development of a risk-
reduction strategy.

In principle, there are both unilateral and cooperative approaches to
risk mitigation. Given the poor state of political relations between Washington
and Beijing, and between Washington and Moscow, unilateral measures cur-
rently represent the only feasible starting point. Such measures certainly can-
not eliminate the escalation risks of entanglement, but they could help to
mitigate them and slow their rate of increase.

In this vein, the simplest risk-reduction measure would be to raise aware-
ness, within governments and militaries, of the challenges created by entangle-
ment for assessing an adversary’s intent and, importantly, for the adversary in
assessing the state’s own intent. Given that crisis instability and misinter-
preted warning are mediated by perceptions—or rather misperceptions—
about the intent behind incidental strikes or threats, drawing the attention of
decisionmakers to the difªculties of assessing intent might encourage restraint
in a conºict and so help counteract inadvertent escalation pressures. Greater
awareness of the risks could also catalyze peacetime preparations, such as en-
hancing the survivability of C3I assets, that might reduce the dangers associ-
ated with incidental strikes should a war occur. Such preparations might
simultaneously mitigate the escalation risks resulting from the existence of
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the damage-limitation window (which are not driven by misjudgments
about intent).

To this end, China, Russia, and the United States could set up risk-reduction
teams within their defense establishments.116 Most important, during crises or
conºicts, these teams could advise national and military leaders on the risks
associated with entanglement and on ways to manage them. In peacetime,
they could be tasked with ensuring that escalation risks were factored into
both war planning and acquisition decisions for new strategic weapons and
C3I capabilities (the teams could, for example, assess the different alternatives
under consideration for their escalation implications, and be entitled to pro-
pose other options or object to the program entirely).

Ultimately, of course, high-level civilian or military leaders would be
responsible for making decisions after considering escalation risks along-
side more traditional strategic, military, and ªnancial considerations. Risk-
reduction teams, therefore, would have to be bureaucratically empowered (by
being led by a suitably senior ofªcial, for example) to ensure their advice was
heard. Such teams would also beneªt by being made up from a broad range of
experts, including civilian strategists, military planners, and intelligence
ofªcials with deep knowledge of potential adversaries’ thinking.

In addition to their other tasks, risk-reduction teams could be tasked, in
peacetime, with proposing unilateral risk-reduction measures. Changes to de-
claratory policy (which could be accomplished rapidly) and C3I system design
(which could take years to implement) are examples of two different but
complementary approaches.

declaratory policy

Declaratory policy is one tool for deterring incidental attacks on C3I assets by
underscoring the risks. It is possible that the civilian ofªcials or military of-
ªcers responsible for authorizing such attacks might not appreciate the poten-
tial for their intentions to be misinterpreted. Such ofªcials could hold very
senior positions (kinetic ASAT attacks, in particular, might require authoriza-
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tion from a head of state) and might not know that such assets were typically
dual use; even if they did, they might not appreciate the implications.

The 2018 U.S. Nuclear Posture Review’s threat to use nuclear weapons in
response to attacks on nuclear C3I assets is presumably an attempt to warn
potential adversaries about these implications. The disproportionate nature of
this threat, however, risks its being dismissed by Beijing and Moscow as blus-
ter. Instead, a somewhat vaguer formulation might ultimately prove more
effective. For example, Washington could state that it considers dual-use com-
munication and early-warning assets an integral part of its nuclear C3I system
and would respond to attacks on them accordingly (Beijing and Moscow could
make similar statements). As with all declaratory policy, such statements
might inºuence potential adversaries’ thinking more effectively if they
were repeated periodically by very senior ofªcials.

toward a more resilient c3i architecture

Over the longer term, states could also develop C3I architectures that were
both less likely to be subject to incidental attacks and more survivable if they
were. Some analysts have suggested creating at least two separate C3I
systems—one for nuclear or “strategic” operations and one (or more) for all
other operations.117 Even putting the costs of this idea aside, such disaggrega-
tion would reduce risks only if Washington, say, could convince Beijing and
Moscow that it had separated nuclear and nonnuclear C3I functions, which
would be no easy task. If the United States failed to do so, disaggregation
could increase risks because the escalation consequences of China’s or Russia’s
attacking C3I assets that were involved only in nuclear operations—out of the
incorrect belief that they also enabled conventional operations—could be more
severe than the consequences of attacking dual-use assets.

A somewhat different approach for early warning would be to create space-
based capabilities that were less likely to be subject to incidental attack be-
cause they were incapable of contributing signiªcantly to any mission other
than detecting the launch of an adversary’s missiles (whether nuclear or
nonnuclear). In particular, as a matter of basic optics, physically small infrared
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detectors would be incapable of producing the kind of high-resolution imag-
ery that would be most useful for cueing missile defenses and detecting the ex-
act location of mobile missile launchers.118 Because this limitation was the
result of an observable and immutable property of the hardware, Washington,
say, might be able to persuade Beijing and Moscow that it was real.

Another key advantage of small detectors is that they would not require
their own satellite buses (which are generally very expensive to design and
manufacture), but could instead be hosted by satellites used for other pur-
poses. In this way, it might be possible to deploy them affordably in large
numbers—tens, perhaps—creating a resilient architecture that would be the
early-warning equivalent to AFSATCOM.119 Although this author’s judgment
is that this kind of “dispersed” early-warning system would reduce the risks
associated with incidental attacks, important challenges and trade-offs that de-
serve further study would arise.

For example, if the host satellites were attacked to undermine their primary
function, their associated early-warning detectors would almost inevitably
also be destroyed. To be sure, the likelihood of such attacks could be reduced
by choosing host satellites that might not otherwise be targets (such as
weather or commercial noncommunication satellites), and the consequences
of such attacks would be mitigated by having multiple detectors in orbit.
Nonetheless, a dispersed system could not eliminate the risks associated with
incidental attacks.

Separately, deploying a dispersed system in addition to more capable dedi-
cated early-warning satellites, such as SBIRS, might increase an adversary’s in-
centives to attack the dedicated satellites (by reducing the escalation risks of
doing so), and would be more expensive than ªelding either system alone.120

By contrast, deploying a dispersed system instead of dedicated satellites
would lower the effectiveness of missile defenses.

Reducing an adversary’s incentives to launch incidental attacks against
space-based communication assets would be more difªcult. Although a sys-
tem that was capable of transmitting data only at low rates would be some-
what more useful for nuclear than nonnuclear operations, there would be no
obvious way of demonstrating to adversaries that such a limitation was real
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and permanent. Instead, risk-reduction efforts could focus on mitigating the
consequences of incidental attacks against space-based communication assets
by enhancing their resilience. One approach would be to create an upgraded
version of AFSATCOM by hosting small communication transponders for nu-
clear operations on tens of satellites used for other purposes (though, again,
trade-offs similar to those associated with a dispersed early-warning system
would arise).

Conclusion

As U.S.-Chinese and U.S.-Russian tensions have increased, albeit nonmono-
tonically, since the mid-2000s, warnings about the escalation risks that are in-
herent to the way that the United States would likely approach a great-power
conºict have grown louder.121 This focus on American doctrine and technol-
ogy, however, has largely obscured another danger: the emerging Chinese and
Russian ways of ªghting wars are inherently escalatory too.

Both China and Russia, like the United States, seek to threaten potential ad-
versaries’ C3I assets and are improving their capabilities to do so. Because
many enabling assets are dual use, however, attacks against them could, in the
event of a conºict, degrade the target’s nuclear C3I system just as a nuclear
war was becoming all too imaginable. Crisis instability is one potential conse-
quence. Indeed, its risks are more serious than generally understood because
C3I assets that are space-based or distant from potential theaters of conºict
could be subject to incidental kinetic attack or cyber interference. Addi-
tionally, C3I vulnerability could generate two other escalation pressures—
misinterpreted warning and the damage-limitation window—that have not
been previously discussed. Attacks against ISR assets, which would be likely
in a major conºict, would exacerbate the risks by complicating the task of as-
sessing an attacker’s intent and by raising concerns about follow-on attacks
against dual-use early-warning and communication assets.

In the future, the extent of entanglement—and hence the magnitude of these
escalation risks—is likely to increase. Early-warning capabilities are likely to
become more entangled with nonnuclear weapons as China and Russia mod-
ernize early-warning systems, and especially if one of them or the United
States deploys nonnuclear SLBMs, ICBMs, or long-range hypersonic boost-
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glide weapons, which could be monitored in ºight with capabilities primarily
designed to detect a nuclear strike. Other nuclear C3I capabilities could also
become more deeply integrated into nonnuclear missions. Because dual-use
weapon-delivery systems may become more common, for example, the over-
lap between nuclear and nonnuclear enabling capabilities (such as communi-
cation and mission planning systems) is also likely to increase.

Nonnuclear threats to dual-use C3I capabilities are also likely to become
more serious. For example, as part of U.S. efforts to enable forces to “take ad-
vantage of freedom of action in one domain to . . . challenge an adversary in
another,” the United States could develop or enhance ASAT capabilities—
including kinetic ones, perhaps—for targeting dual-use Chinese and Russian
communication and ISR satellites.122 Meanwhile, if Beijing or Moscow devel-
ops long-range nonnuclear hypersonic boost-glide weapons, it may be able to
threaten the uplinks and downlinks for U.S. satellites across the world, includ-
ing in the continental United States—potentially endangering the functionality
of multiple dual-use U.S. C3I systems.

If these risks are to be ameliorated—or, at the very least, if their rate of in-
crease is to be stemmed—China, Russia, and the United States will ªrst have
to conclude that the risks of entanglement outweigh the beneªts. If one or
more of them reaches that conclusion then, for the time being, unilateral risk-
reduction measures (including the use of declaratory policy to underscore the
risks of attacking dual-use C3I assets and the development of more resilient
C3I systems) offer the most promising way forward. Establishing risk-
reduction teams would help institutionalize and inform these efforts and, per-
haps most importantly, raise awareness of the risks within governments and
militaries, thus helping to mitigate them.

Over the longer term, cooperative risk-reduction measures could be adopted
to further mitigate the risks, particularly the threat to dual-use C3I capabilities.
Although there is little prospect of such measures being negotiated today, the
level of interest in them could rise in the future—because of a thaw in political
relations, perhaps, or a dangerous crisis that shocked political leaders into ac-
tion. States could, for example, commit not to engage in cyber interference
with one another’s nuclear C3I systems.123 They could also agree to prohibit
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the testing of ASAT weapons capable of threatening objects in geostationary
orbit (where the most important space-based nuclear C3I assets are located).124

Such prohibitions could prove effective if each participant assessed that the
costs of violating the agreement—most obviously, the possibility that potential
adversaries would engage in reciprocal violations—outweighed the disadvan-
tages of compliance.

To make such prohibitions workable, signiªcant technical challenges would
need to be overcome. How would a prohibition against interfering with nu-
clear C3I systems be deªned? What command-and-control systems would be
covered given that so many of them are dual use? Similarly, what kind of
weapons—precisely—would be included in a ban on testing ASAT weapons
capable of reaching geostationary orbit? While challenging to answer, these
questions are not necessarily unanswerable. In fact, the process of designing
unilateral risk-reduction measures might stimulate and facilitate thinking
about cooperative risk reduction by creating enhanced understanding of the
risks associated with entanglement as well as the expertise to manage them. In
this way, by embarking on unilateral risk-reduction processes now, China,
Russia, and the United States could better position themselves to take advan-
tage of any political opportunities for negotiations on cooperative measures
that might arise in the future.
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Introduction

When a pair of entangled particles is observed, the entanglement will be broken.

(Mahood, 2018: 198)

Memory represents an entanglement with the past. When Syria’s President Bashar al-Assad invokes 
the Armenian Genocide, or Hungary’s Prime Minister Victor Orbán refers to the ‘Ottoman 
invasion’, they point to a traumatic past with political implications in the present. Arguments about 
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collective trauma highlight the extent to which the narration of trauma expresses the concerns of 
successor generations, which may or may not be linked to an underlying traumatic experience of 
contemporary subjects (Alexander, 2012; Alexander et al., 2004; Sztompka, 2000). In this respect, 
memory is put in service of a present and future political project, which may be a source of com-
munity-building (Hutchison, 2016) and/or aggression (Fierke, 2004; Scheff and Rezinger, 1991). 
As Edkins (2002, 2003) notes, while trauma is ‘unspeakable’, given that it entails the rupture of 
everyday safety, it is often domesticated in political discourse.

The political uses of memory often hark back to events that long precede the living, which raises 
a question of why they would continue to exercise an affective pull on contemporary populations. 
Lerner (2019) argues that the affective resonance of the past is in part a function of the severity of 
the trauma or its recurring experience by communities over time. In this respect, the political dis-
course may express multiple traumas and layers of entanglement that continue to resonate with 
populations. For instance, the literature on historical trauma emphasizes the continuing impact of 
past traumas of a political nature on the present health of indigenous communities in particular, 
arising from interrelated genetic, social and environmental factors (Matthews and Phillips, 2010; 
Walters et al., 2011), as well as the continuing impact of structural violence on successor genera-
tions (Kirmayer et al., 2014: 311).

Starting with a claim that trauma represents an entanglement with the past, this article seeks to 
explore the quantum notion that to ‘see’ an entanglement is to break it, as well as the implications 
of this claim for the politics of security. While it is often assumed that the quantum debate in inter-
national relations remains at the level of theory (Lamb-Books, 2016), we explore the meaning of 
measurement, seeing and breaking an entanglement in the context of an ‘experiment’ regarding the 
ongoing impact of traumatic political memory on the present. How does quantum measurement 
differ from classical? What does it look like, and what are the implications for the analysis of secu-
rity practice? What does it mean to say that when an entanglement is ‘seen’ it is broken? The analy-
sis that follows arose from collaboration over the past four years between the two authors, one a 
scholar of international relations, the other a therapeutic practitioner with training in medical phys-
ics.1 Our ‘experiment’ was motivated by an interest in exploring methods that approach problems 
of security from an angle different from that of conventional wisdom, thereby opening up new 
potentials, in the light of increasing questions about the efficacy of existing practices and a ‘crisis’ 
in the field (Nyman and Burke, 2016).2

In this article, our objective is to explore a conceptual problem rather than the experiment itself, 
or the results arising from it, not least owing to the difficulty of communicating an experiential 
method in language. In the first section, we explore a broad contrast between classical and quantum 
measurement, asking what this might mean at the macroscopic level. In the second section, we 
categorize Wendt’s claim about language as a form of expressive measurement and explore the 
relationship to discourse analysis. The more spatial ‘cut’ into political discourse, while often draw-
ing on memory, does not account for the affective resonance of transgenerational entanglements. 
In the third section, we explore the broad contours of our experiment and the role of a somewhat 
different form of non-linear expressive measurement. In the final section, we elaborate the rela-
tionship between redemptive measurement and breaking an entanglement, which involves a form 
of ‘seeing’ that witnesses to unacknowledged past trauma.

Classical and quantum

In classical physics, a particle can only be a particle and thus an independent entity, which gives 
rise to assumptions of materialism, locality and determinism. One of the central discoveries of 
quantum physics, as demonstrated in the famous two-slit experiment, is that a particle can become 
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a wave and a wave can become a particle in certain circumstances. Elementary particles are not 
objective material objects, with characteristics that can be determined, but rather phenomena that 
arise from an interaction of some kind, or indeed can be seen as the interaction itself. The latter 
contrasts with classical assumptions that an elementary particle is an independently existing entity. 
Instead, as the American quantum physicist Henry Stapp (1971: 1303) stated, a particle is ‘in 
essence a set of relationships that reach toward other things’.

In classical physics, the separateness of objects with pre-existing properties and boundaries 
makes it possible to measure their interactions. There is an assumed intrinsic separation between 
the knower, the known and the apparatus of measurement itself. The scientist stands outside of the 
objects of observation, which are assumed to exist as discrete entities, with a fixed location in 
time and space. In simple terms, the measurement consists of quantifying the distance between 
objects. By contrast, in quantum physics the object of measurement is not fixed; the boundary that 
separates the object from the ‘agencies of observation’ will be heavily dependent on the physical 
arrangement of the apparatus, and thus indeterminate (Barad, 2007: 114). The apparatus is a cru-
cial part of the measuring process. The choice of apparatus for each measurement creates the 
condition ‘to give meaning to a particular set of variables at the exclusion of other essential vari-
ables’ (Barad, 2007: 113–115). The apparatus and the measurement are entangled, and thus not 
entirely separable.

As Karen Barad notes (2007: 74), ‘entanglements’ are very specific configurations. However, it 
is difficult to build apparatuses for their study, because the apparatus changes with each intra-
action, and because space, time and matter ‘do not exist prior to the intra-actions that reconstitute 
entanglements’. The apparatus and the observed phenomenon change alongside one other. The 
measuring apparatus itself enacts a ‘cut’, which is an ‘intra-action’ from which separation and dif-
ference emerge (Barad, 2007: 140).3 The intra-action between object and apparatus are a part of the 
phenomenon, which means that measurement practices also constitute the results and are thus 
indispensable to them. The analyst cannot be separated from the apparatus of measurement, and the 
measurement itself arises from an act of seeing.

The question is what form the apparatus would take in relation to human intra-actions. Barad 
conceptualizes the apparatus in broad material-discursive terms, which can take a variety of forms. 
Wendt (2015) specifies that language itself is an apparatus; language use is a form of measurement 
that impacts on what is observed. He states that ‘in language what brings about a concept’s collapse 
from potential meanings into an actual one is a speech act, which may be seen as a measurement 
that puts it into a context, with both other words and particular listeners’ (Wendt, 2015: 217). The 
collapse starts with communicative intent (the decision to communicate one meaning rather than 
another), which depends also on the listener, whose understanding will depend on how what is said 
interacts with a memory of words and their association. Accordingly, ‘memory structures relate to 
concepts in the same way that measurement devices in physics relate to particles’, which suggests 
that quantum entanglement and interference are manifested in actual language use (Wendt, 2015: 
217). Insofar as memories are stored not as isolated entities but as networks of related words, their 
entanglement is evident in how they are activated (Wendt, 2015: 219). The act of measurement 
begins with an intentional act of language use, by one who reaches out relationally to another. 
Memory is the repository of meanings from which the specific measurement arises, as wave func-
tions collapse into language, materializing one potential rather than another.

In Wendt’s argument, language use is both an expression of entanglement and the point of 
departure for the enactment of multiple potentials. What does this look like in practice? To take one 
example, as discussed elsewhere (Fierke, 2017), the concepts of migrant, refugee and terrorist as 
applied in the larger context of the European ‘migration crisis’ are, from this perspective, relational 
and defined in contrast to those who ‘belong’. None of these categories map neatly onto a subject 
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with an intrinsic identity; rather, these are thin identity categories that are superimposed on the 
thicker sense of self that the incomer carries with them from a place of origin. In the confrontation 
between host society and incomers, the use of language is a measurement that places people along 
a status hierarchy that determines the extent of their ‘humanness’. The language already contains 
a measurement of the identity of particular groups of people as human ‘like us’ or as less than 
human and a potential source of danger. This, then, also becomes a measure of what we should feel, 
whether compassion or fear, and how ‘we’ should act toward ‘them’ – that is, whether they should 
be welcomed or refused entry, held behind barbed wire or a wall, stripped of their possessions, 
tortured, or even killed. The example reinforces Wendt’s claim that language use results in wave-
function collapse around one potential rather than others, thereby instantiating one reality rather 
than other possible realities.

Expressive measurement

Language expresses a form of ‘seeing’ by the observer as wave functions collapse. The seeing is 
‘partial’. The thin concepts of ‘migrant’, ‘refugee’ or ‘terrorist’ define the boundaries within which 
the ‘other’ is seen, and any one ‘cut’ creates a particular separation between ‘us’ and ‘them’. 
Another example highlights the role of memory, making it possible to explore the ‘partiality’ of the 
cut and measurement from a somewhat different angle. In a lengthy interview in 2014, President 
Bashar al-Assad made an unexpected reference to the massacres of 1.5 million Armenians and 
identified the perpetrator as Ottoman Turkey. During the interview, Assad compared the Armenian 
Genocide of 1915 to the brutal killings of civilians in Syria today:

The degree of savagery and inhumanity that the terrorists have reached reminds us of what happened in the 
Middle Ages in Europe over 500 years ago. In more recent modern times, it reminds us of the massacres 
perpetrated by the Ottomans against the Armenians when they killed a million and a half Armenians and 
half a million Orthodox Syriacs in Syria and in Turkish territory. (Sassounian, 2014)

Assad’s words were articulated in the context of a dispute with Turkey and were intended to lash 
back at the Turkish government’s hostile actions against the Syrian regime.4

The example highlights several points. First, Assad’s use of language is a measurement of the 
war in Syria that enacts a particular kind of separation between terrorists and states, which is mag-
nified by reference to a particular memory of brutality. Memory, in this reading, is an observational 
instrument by which a particular ‘cut’ is made. Assad’s reference to ‘terrorists’, associated with 
Turkey, places them outside of Syria, thereby reinforcing his legitimacy as the leader of Syria, as 
well as his actions in defence of Syria’s security. A discourse of terrorists and legitimate leaders 
represents a measure different from that, for instance, of a Syrian ‘civil war’. As suggested by 
Ricouer (1990: x), the identification of a resemblance between things that would at first glance 
seem to have nothing to do with each other ‘grasps together’ and integrates scattered events into a 
single whole. This involves a degree of forgetting, and thus elements that are not seen. The narra-
tive excludes other possible alternatives and is itself selective. Second, the memory constitutes a 
future that is only ‘there’ as a project to be realized (Kratochwil, 2018: 420). Assad claims the 
memory as his own and frames it in a particular way that enables him to heighten his own use of 
violence, thereby drawing power from it. The implicit logic not only becomes a form of forgetting, 
in the light of its selectivity, but justifies his present and future project to eliminate the ‘terrorists’. 
‘Seeing’ happens from a particular position in time and space, which is partial. The measurement 
expresses a particular ‘cut’ that shapes a relational world in the present, one of Ottoman terrorists 
and legitimate state actors. An earlier perpetration fuels a perpetration in the present. Assad’s use 
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of language is itself a form of expressive measurement by which he ‘sees’ the world. Third, the 
measurement of past, present and future obscures the more complex, open field within which the 
memory remains alive – in all those who were forcefully displaced, died or are otherwise unseen 
in their suffering, both past and present. As one Syrian blogger in Aleppo stated, during the siege 
in 2016, the world was not ‘seeing’ their suffering.

Discourse analysis

Assad’s measurement could be analysed with methods of discourse analysis. One might, however, 
question the added value of associating discourse with abstract ideas about the activity of waves. 
The quantum argument is that physical systems do not have definite properties until they are meas-
ured through memory, and that it is at this point of observation that something comes to life. 
Assad’s terrorists become agents of genocide as he invokes a memory that then has further physical 
or material consequences. The act of giving meaning is a collapse into the physical properties of 
language. While the quantum argument is interesting, discourse analysts have engaged in language 
analysis for decades without reference to wave function.

The quantum angle is, however, important for beginning to think differently about what it means 
to measure and how this relates to ‘seeing’. Language-based methods have often been cast as 
‘fuzzy’, woolly headed and therefore unscientific (Laffey and Weldes, 2004), and even users may 
be reluctant to associate discourse analysis with any kind of measurement. Measurement is associ-
ated with quantification, which rests on classical assumptions of atomism, as well as an under-
standing of language as a mirror that more or less accurately reflects truth in the world. Approaching 
language and measurement from a quantum angle turns this logic on its head. In Wendt’s (2015: 
217) argument, language use involves a speech act, which is a measurement that puts words in 
context, by which they are collapsed from a potential meaning into an actual one. Discourse analy-
sis is the empirical study of relational worlds embedded in meaning structures that have been mani-
fested in the words of political agents.

Discourse analysis is not just concerned with the mapping of relational worlds but, given its 
roots in Foucault, among others, has been particularly concerned with power relationships embed-
ded in language. The analysis provides a means to ‘see’ the discourse not as a description of reality 
‘as it is’, but as expressing a structure of power and exclusion. To take another example, which 
involves an even more problematic conflation, Hungary’s Prime Minister Victor Orbán stated that 
incoming migrants represent an ‘Ottoman invasion’.5 The claim relates to two contrasting forms of 
‘seeing’. In the first, Orbán, like Assad, manifests a particular reality by invoking a specific mem-
ory. In this ‘seeing’, a population, composed primarily of people fleeing violence and persecution, 
becomes an invading army. The single claim is embedded in a larger relational world that is mean-
ingful precisely because of the memory it brings to life. To ‘see’, in this use, is to go beyond a 
descriptive understanding of language to its embeddedness in relational structures of power.

A second form of ‘seeing’ arises from the analysis of the political statements of, for example, 
Orbán. From this position, we also begin to see not just the multiplicity of relational potentials but 
also the silences contained in discourse. The analysis might, for instance, juxtapose the ‘invasion’ 
with other measurements, for instance in Germany, that constructed a different world, character-
ized by the importance of compassion, relying perhaps on a memory of the plight of German refu-
gees following World War II (see Feindt, 2017). A discourse analysis might also examine the 
power relationships inherent in either, arguing, for instance, that, even at its most humanitarian, 
the underlying logic is exclusionary and dehumanizing and thus silences the voices of the refu-
gees themselves (Chouliaraki and Stolic, 2017; Musaro, 2017). As Chouliaraki and Stolic (2017: 
1170) argue, the voicelessness of refugees is a form of ‘epistemological violence’ (Paik, 2016), in 
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which the marginalized become entangled with Western practices and discourses that reinforce 
their own exclusion. The analysis makes it possible to begin to ‘see’ the unseen, along with the 
suffering constituted by the discourses that surround refugees and migration, thereby breaking the 
hold of an entanglement.

Placing discourse analysis in a quantum framework reinforces several arguments that have 
been more or less successfully employed by critical scholars in the past.6 While our analysis has 
focused on single texts of leaders, discourse analysis usually looks across the texts of multiple 
actors and thus tries to reconstruct a relational world. Discourse analysis does not by definition 
deal with memory, but it has been employed by analysts concerned with memory. A fourth gen-
eration of memory studies in the field of history, focused on ‘entangled memory’, represents a 
shift toward an emphasis on entanglement in discourse across time (see Feindt et al., 2014; 
Pestel et al., 2017).

The latter, nonetheless, remains limited by the availability of texts and, particularly when look-
ing across time, the absence or destruction of documents or archives, not least relating to those who 
suffered and are unseen. For instance, a recent BBC documentary (Haymen, 2018) contrasted the 
myth of Scottish innocence in the slave trade, as well as Scotland’s status as victim of England, 
with the many ways in which Glasgow, no less than Liverpool or Bristol, was closely bound up in 
and profited from the slave trade. This history, it was suggested, was written with the intention of 
not ‘seeing’ and expresses a national amnesia that was wilful and deliberate, written from the per-
spective of elite white men who controlled the archives, diaries and ledgers, which were often 
destroyed. National amnesia and forgetting worked at the level of a system that worked to erase, 
complemented by a public narrative in which all could participate in the obfuscation of ‘reality’. In 
what follows, we suggest a method that is compatible with discourse analysis but goes further to 
explore the affective resonance of memory. In other words, in addition to understanding memory 
as an observational instrument by which a particular ‘cut’ is made, memory can be examined as 
itself an entangled phenomenon.

As already stated, public narratives are usually written from the perspective of present concerns 
and future projects (see also Kratochwil, 2018). This raises a question about the relationship 
between political discourse and entanglement with the past. How is it possible that battles that took 
place centuries ago have a continuing resonance in the present? Is this resonance on some level 
prior to discourse and entangled with an experiential past? In the next section, we highlight another 
form of the expressive measurement that is dependent on quantum effects, and thus on the relation-
ship between collapsing wave functions and language.

Measuring transgenerational trauma

While potentially of tremendous scientific and practical significance, the experiential and experi-
mental aspects of our project are difficult to communicate in words, not least owing to the non-
linear nature of the phenomenon and the divergence from conventional social science practice. The 
emphasis on the experiential as well as the experimental highlights the quantum assumption that 
the analyst or any participants cannot be separated from either the apparatus of measurement or the 
outcomes. ‘Experience’ in this case can be contrasted with both third-party ‘objective’ experience, 
most often associated with Newtonian science, and ‘subjective’ first-person experience, which 
Wendt (2015) discusses as consciousness of ‘I’.7 Instead, it can be thought of as a form of second-
person experience that arises from an interaction between world and body, or with what Barad 
(2010: 260) refers to as memory that is ‘written into the fabric of the world’. Our concern was less 
with the historical detail of what happened than with a diffracted relational pattern of affect that is 
entangled in memory, which we sought to map. The individuals involved engaged with the affect 
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surrounding a temporal phenomenon – that is, an experience that occurred in past time, rather than 
an entity, individual or otherwise.

Given space limitations and the primary intention to articulate a conceptual relationship between 
seeing and breaking an entanglement, we briefly present what the method is about and the relation-
ship between the apparatus and forms of measurement involved. In doing so, we draw on insights 
and data from the experiment anecdotally to make conceptual points, and minimize the review or 
references to other literatures, except as necessary, given the numerous connections that could be 
made across fields in both the natural and the social sciences. While we recognize that the account 
may raise more questions than it answers, the unpacking of further concepts will have to wait for 
another time.

The method relies on several quantum assumptions. First, as already suggested, entangled phe-
nomena are by definition non-local, and in this case express entanglements with transgenerational 
memory. The method takes a step beyond existing non-linear approaches to memory8 to focus on 
the wave-function collapse itself and a quantum understanding of time. Barad (2014: 171) draws 
on the imagery of light behaving as a fluid, which, upon encountering an obstacle, breaks up and 
moves outward in different directions. Time itself is diffracted, she argues, insofar as it is ‘broken 
apart in different directions, non-contemporaneous with itself. Each moment is an infinite multi-
plicity’ (Barad, 2014: 169). Patterns of diffraction, as noted by Donna Haraway, do not mark where 
differences occur but rather where the effects of differences appear.9 Our experiment shifts focus 
slightly to patterns of affective difference that emerge from the mapping of a relational whole, in 
which past and present are not fully separable.

Second, following on from the last point, entanglements relate to emotions and affect. As 
Sparrer (2007) notes, emotions do not ‘belong’ to us as stable attributes but can be both non-local 
and entangled with others, both present and past. The focus of our method is on traumatic entangle-
ments with the past as they relate to political rather than individual memory.10 It begins with an 
assumption that war, forced displacement and violence, suffered or perpetuated in one generation, 
cross over to other generations in such a way that a younger generation may bear the burdens of its 
parents’ or grandparents’ generations, thereby assuming the latter’s unsanctioned behaviours and 
related guilt (Dietrich, 2013: 139). The main point is illustrated in a simple example at the indi-
vidual level, where two men from different belief systems are embroiled in a deeply emotional 
fight, with each of them carrying the anger and experience of their father, grandfathers, great-
grandfathers, etc. The entanglement with the past thus adds to the toxicity of current conflict.

A notion of transgenerational trauma points to a field of affective resonance that is beyond lan-
guage. As Bessel van der Kolk (1998) noted:

a century of study of traumatic memories shows that (i) semantic representations may coexist with sensory 
imprints; (ii) unlike trauma narratives, these sensory experiences often remain stable over time, unaltered 
by other life experiences; (iii) they may return, triggered by reminders, with a vividness as if the experience 
were happening all over again; and (iv) these flashbacks may occur in a mental state in which victims are 
unable to precisely articulate what they are feeling and thinking.

While Van der Kolk’s focus is individual memory, we suggest that collective memories of trauma 
are entangled with sensory imprints – that is, the memory is itself an entangled phenomenon that 
can be triggered by political changes that bring past traumas to the surface.

Third, it is possible to map sensory imprints of transgenerational trauma – or what we refer to 
as fields of resonance. As we began our experiment, we relied on the basic principles and theory of 
systemic constellations therapy, which has established a central place for itself within German 
therapeutic culture, not least in efforts to address the traumatic after-effects of World War II (see 
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Bilger, 2016).11 The basic idea of systems therapy more generally is that individual problems can-
not be viewed in isolation from a larger relational system. While family systems therapy is often 
concerned with role-playing, systemic constellations go further, to the groundbreaking observation 
that it is possible, in certain circumstances, for substitutes or proxies – which we refer to as repre-
sentatives – to experience the physical and affective dynamics of a system during a constellation 
exercise, thereby bringing insight into its deeper and often hidden affective dynamics (De Carvalho 
and Klussman, 2010). In other words, those who occupy positions within a relational system are 
able to represent the bodily sensations, feelings and impulses of someone whom they do not know 
or, in our experiment, that are associated with categories of memory that are larger than the indi-
vidual. The phenomenon arises from an intra-action between diffraction patterns of affect, which 
express a collective experience of suffering in the past, and representatives within the experiment, 
who experience the affective resonance surrounding this past.

Similar to what many physicists have said about quantum physics more generally, Splinter and 
Wustehube state that the effectiveness of the systemic constellations approach ‘can be regarded as 
empirically proven, but a broadly approved scientific explanation of why it works is missing’ 
(Splinter and Wustehube, 2011: 118, emphasis in original). German psychologist and engineer 
Peter Schotter demonstrated in a scientific study involving 3000 individual experiences that the 
perceptions of proxies, who knew nothing of the parties they represented, were not random and 
were reproducible (De Carvalho and Klussman, 2010). One objective of our project was to deter-
mine whether, when moving from individual to political memory, patterns would emerge from the 
engagement of the representatives during the mapping process. The maps were set up blind, to 
minimize interpretation by the individuals involved and to establish that any patterns could be 
attributed to a field of resonance.12

Fourth, the individual and social or political dimensions of memory cannot be neatly separated, 
but the latter is the prior condition for the former. As Kratochwil (2018: 328) notes, individual 
memory is built up through participation in communication processes, which involve common 
reflections on who ‘we’ are, which is shaped by where we think we come from, none of which can 
be separated from identities and collective memories that make ‘society’ an ongoing and transgen-
erational concern among its members. While constellation work revolves around individuals, any 
one of whom will be entangled with diverse collective memories through their family lineage, the 
current project seeks to explore collective memory as prior to any one individual. Some work has 
been done to apply systemic constellations to political conflict, working directly with actors on the 
ground (see, for example, De Carvalho and Klussman, 2010; Mahr, 2003; Mayr, 2012; Splinter and 
Wustehube, 2011). While further development of this potential is very important, the present 
experiment began with an assumption that many current conflicts, such as that in Syria, are too hot 
or too dangerous to contemplate any direct engagement or, in the case of terrorist violence, also too 
difficult to address through direct involvement of the parties themselves. This gave rise to a conclu-
sion that, as entangled memories arise from an experience of past generations, it is possible to 
represent categories of actors in a mapping exercise without going to the physical site of conflict, 
thereby minimizing risk factors for those involved while potentially bringing great benefits to 
those who are subjected daily to a diet of brutal violence.

As we worked further with the method, the frequent recurrence of memories of forced displace-
ment led to a further distinction. The constellations are concerned with belonging and who belongs 
to a system, which in the case of political constellations is concerned with large groups (Dietrich, 
2013: 134). The central importance of belonging, and of attachment to and having place within a 
group, highlights the extent to which forced displacement – as distinct from conflict, which tends 
to solidify group boundaries – represents the hard case. While forced displacement involves move-
ments of large numbers of people, it represents a shattering of place and belonging within a society. 
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This suggested the usefulness of shifting away from a focus on individuals or conflict per se to 
memories of migration and forced displacement in the past, to ask how these contribute to the 
reification of contemporary divisions of belonging and non-belonging.

Discourse analysis provides a method for looking at the representation of phenomena in political 
discourse. What we refer to as dynamic entangled memory mapping (DEMM), by contrast, involves 
the representation and mapping of relational patterns of transgenerational traumatic memory, which, 
it is assumed, remain entangled with the past and fuel the affect surrounding contemporary migra-
tions, among other things. This brings Wendt’s general observations about language back to the 
context of an experiment in which, consistent with quantum mechanics, measurement brings about 
a wave-function collapse, which is a by-product of asking a particular question and preparing the 
experiment in such a way that it can be answered. The quantum effects that arise from the relational 
map, or more specifically the patterned expressions of affect that emerge out of the mapping pro-
cess, point to a non-local field of resonance that is microscopic, while having macroscopic effects.13

The method does not measure a thing with intrinsic properties but relational positions within a 
system, the shape of which is heavily dependent on how the intentional question is asked. In this 
respect, the intentional question is the apparatus in our experiment; it animates and becomes a lens 
through which, for instance, to understand why the refugee/migrant is seen or not seen, and may be 
distorted by memories of past trauma. The discourse analyst examines representation in political 
language. By contrast, within our experiment, the representatives, who occupy positions within the 
memory map, express the relational field surrounding a traumatic past as they engage with one 
another, thereby manifesting a physical presence of the past in language. Specific maps explore 
forms of entanglement within a field or intersecting fields in more depth, including the hidden 
dimensions, which are less obvious in contemporary political articulations, thereby providing an 
affective measure of a relational whole, including the relationship between the seen (the political 
articulation) and the unseen (the victims, past or present).14

The intentional question is the apparatus for setting up an initial map in order to examine the 
relationship between the different elements of a system. Representatives who occupy positions 
within that system express, through words, bodily movements or gestures, the affect they experi-
ence while ‘standing in’ for any one position. These articulations express a form of wave-function 
collapse and a pattern of diffracted entanglement, by which the attributes of the system become 
visible or ‘seen’ as the vibrational frequencies surrounding a particular space, and the affect that 
arises from it, are transformed into language and thus became available for analysis.15 If language 
use is a measure of wave-function collapse, the language arising from a relational system becomes 
a measure of a non-linear historical trauma field.

The field arises from a particular ‘cut’, shaped by the apparatus – that is, the intentional question 
– which constitutes a particular relational whole, including the hidden dimensions and the unseen. 
The three-dimensional memory maps can be contrasted with the one-dimensional field expressed 
in political discourse. For instance, our EU refugee/migration crisis pilot study began with an over-
arching question about what was standing in the way of a compassionate response to the refugees. 
The mapping method made it possible to explore the interplay of entangled memories, some of 
which were less visible, in constituting the dynamics of the relational field. For instance, as in the 
public discourse in Hungary, the memory of the Ottoman invasions had an active presence in the 
maps. One might have expected the Holocaust to be the more dominant influence, given that it is 
far more recent than the Ottoman invasions. Despite real-time images of refugees packed into 
trains or being thrown food like animals, which were reminiscent of the Holocaust, the Ottoman 
invasions had a more prominent place in the mapping. While the Holocaust did come into play, its 
role was recessive, and pulled back to a much earlier memory, specific to Hungary, namely, the 
1848–49 Hungarian revolution against the Habsburgs and Russia, during which tens of thousands 
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of Hungarian civilians participated in antisemitic actions. This memory then became the focus of a 
separate map.

The reconstruction of multiple interfacing memories goes beyond Orbán’s one-dimensional 
account of the Ottoman invasions to identify the recessive influence and continuing power of 
memories of perpetration in fuelling the emotional response to incoming migrants and refugees, 
even while the surface narrative is one of being a victim. Orbán’s repeated comparison of the 
arrival of large numbers of refugees in Hungary to the Ottoman invasions is an acknowledgement 
of past suffering, but one that reinforces a division of pain that highlights Hungary’s past as a vic-
tim. Memories of perpetration are more likely to occupy a recessive space and, precisely because 
they are hidden, to fuel present perpetration. In this respect, a complementary relationship between 
perpetrator and victim, in which the two are entangled across time, becomes evident. The spaces 
for migrants, the dead, the migrants’ land of origin and those left behind were also encumbered 
with separate historical trauma fields. There were layers of memory upon memory, of which we 
only touched the surface. The added toxicity provided by these memories, and the distortion of the 
present they provided, will not have been helpful or positive for the healthy integration of incomers 
and would indeed severely hamper successful integration.

Language functions like the apparatus in a physics experiment, both for the political agents in 
real time and for the representatives in trauma time. The language of the intentional question, as 
formulated by the facilitator and case provider (e.g. What is standing in the way of a compassionate 
response to the refugees? What is standing in the way of delivery of aid to Aleppo? Or, Who can 
see slavery?), provides a cut that shapes the relational field of exploration, making it possible to 
discern relationships of belonging and not belonging. Rather than a linear statement of truth, the 
direct transcription of the words spoken by the representatives provides a non-linear record of a 
conversation between different parts of an observed system that expresses an entanglement with 
past experience. While the various conversations corresponded broadly to the historical record in 
question, they also revealed hidden dimensions that were contrary to the ‘truth’ as expressed in 
more accepted histories, which, as stated earlier, have often been written for purposes of ‘not see-
ing’. It would also be feasible to employ a more conventional scientific apparatus to make quantita-
tive measurements of the fields of resonance, measuring either changes in the brain frequencies of 
those who occupy positions within the maps or the changing frequency of the relational field itself. 
These forms of measurement are beyond the expertise of the authors but point to areas of potential 
collaboration with other disciplines.

Redemptive measurement

A further form of measurement provides a more human take on the quantum principle that an act 
of seeing breaks an entanglement, as well as the claim that measurement transforms the object of 
observation. What we refer to as a redemptive measurement involves beginning to see that which 
is hidden or unseen and to give it a place of belonging within the relational field. In this respect, 
there is a distinction between expressive measurement – that is, discourse analysis or the measure-
ment of the non-linear conversation between representatives – and redemptive measurement, 
which, with the guidance of the facilitator, involves seeing, acknowledging and giving place to the 
unseen elements so that the traumatic entanglement is broken and a more positive relationality can 
begin to be restored. Redemptive measurement transforms a historical trauma field into a historical 
trauma narrative, in which the suffering is seen and the trauma loses some of its power.

Two distinct forms of language use constitute DEMM. The first is the spontaneous language 
expressed by the representatives within the map; the second is the more directed language narrative 
introduced by the facilitator. Unlike discourse analysis, which examines the partial view of political 
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agents from the perspective of their present, the spontaneous language of the representatives 
expresses the relational whole, including the entanglements with historical trauma that shape the 
field of resonance. The more directed language of the facilitator, also informed by the intentional 
question, works with the representatives to change the narrative, thereby breaking the entanglement 
and provoking wave-function collapse around different potentials. The first expresses a field of 
habitual memory surrounding a past trauma; the second involves acknowledging and beginning to 
step outside the trauma, thereby paving the way for a different conversation.

A similar principle was expressed by, for instance, the South African Truth and Reconciliation 
Commission, where it was hoped that the trauma of apartheid would be lifted out of the individual 
experience of isolation and situated within a social narrative of the past, thereby restoring a sense 
of belonging within a relational whole, through the construction of a societal narrative.16 While 
sharing this broad objective, the current project potentially addresses an ethical problem that has 
arisen in the context of truth and reconciliation commissions, namely, the estimated 50–60% of 
participants who were retraumatized as a result of participating in a public process (Hayner, 2001: 
144). The other problem also encountered in the context of peace processes is that of getting those 
involved to meet face to face, given a highly toxic environment. The DEMM starts with a mapping 
of the trauma field and, in the process of measuring – that is, seeing and expressing a field in lan-
guage – begins a dynamic process of transforming it into a historical trauma narrative that is 
redemptive, which, in theory, opens space for a different and less toxic conversation.

The potential impact of redemptive measurement is difficult to judge in the absence of a sus-
tained experiment over several years that would also explore any relevant ethical questions in more 
depth. The issue here is whether in measuring and acknowledging the roots of traumatic memories 
in past suffering, an entanglement is broken and something changes in the world itself. The obvi-
ous answer, from the perspective of classical physics, is that it definitely would not have impact of 
this kind. However, on the basis of the quantum principle that measurement changes the object of 
observation, the DEMM could hypothetically have this impact – and indeed this is the purpose of 
the constellation method when applied in family and organizational therapy. The redemptive meas-
urement of political memory opens a space for replacing the competition between conflicting 
memories with a broader conversation.

Figure 1. Quantum measurement and memory mapping. (Word Smart Art Graphic, with text provided 
by the authors.)
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‘Seeing’

But what, then, is meant by ‘seeing’ in this case? The contrast between the two forms of measure-
ment highlights a number of issues. The first regards the non-local dimensions of both the transgen-
erational entanglements and the method. Expressive measurement transforms an unobservable 
field of resonance into language, where it can then be analysed in any number of ways. In the 
context of the experiment, the emergence of patterns from a blind process – that is, the expressive 
measurement – suggested that something powerful was going on, even while there is no clear 
explanation for why it works.17

Redemptive measurement is far more slippery insofar as it is difficult, if not impossible, to 
ever know for certain whether the measurement actually changes the object of observation and 
thus has broken the entanglement. For instance, one of the central themes that arose during the 
US Politics of Hate pilot study was the inability to ‘see’ slavery. After several days of working 
with a series of distinct maps, the representatives, who consistently, across separate maps, 
turned away from the occupant of the ‘slavery’ square, as though he or she wasn’t there, began 
to engage with it in a way that had not been possible when we began. With guidance from the 
facilitator, the representatives began to acknowledge both the historical suffering and its con-
tinuing toxicity in that context. While any educated person knows the history of slavery in the 
USA, this knowledge is not the same as ‘seeing’. To ‘see’, in this case, relates not only to 
acknowledgement of the suffering but also to entanglement within it. To ‘see’ is to witness. To 
witness is not merely a passive act of observation; it is rather an embodied act that makes the 
absence of memory present.

The quantum concept of complementarity might suggest that acknowledgement requires a rec-
ognition of the capacity for evil, as well as good, in any one self or community. From this perspec-
tive, the mutual implication of perpetrator and victim is more clearly evident where, as in the 
Hungarian case, memories of perpetration relating to antisemitism in Europe interfaced with mem-
ories of being victim during the Ottoman invasion. Or, in the case of the USA, its identity as a 
‘shining light on the hill’ and a force for good in the world contains within it the barbarity of slav-
ery (see Lepore, 2018). Free and equal US citizens, many of whom carried memories of persecu-
tion as immigrants from Europe, were the subjects of a constitution that emerged alongside laws 
regarding chattel slaves, who had been forcefully displaced from Africa. Once we begin to view the 
world from a different angle, recognizing ourselves as a part of life that is entangled across genera-
tions, as well as the planet, rather than standing outside and above it, the ethical bar for how we act 
toward others becomes much higher.

Balance in this conceptualization is not a mechanism, such as the balance of power, but an ori-
entation to life, to self and the other in all its forms, of ‘seeing’ the humanity or more broadly ‘see-
ing’ life in the other, and of conversation with them (see Fierke and Jabri, 2019). While it may be 
tempting to regard this potential as utopian, particularly as regards the international, this misses the 
point. What is suggested is an ethical reorientation, and here a contrast is important. Many Western 
ethical systems rely on a metaphysics of atomistic rational individuals, for whom emotions are or 
should be absent and who are locally situated in time and space, in which the world is a mechanism 
and time is a quantitative measure, conceived in terms of clocks. By contrast, complementarity 
rests on quantum assumptions that the world is life, time is entangled, and affect is fundamental to 
life, including our humanity, and cannot be separated from reason. Insofar as the latter highlights 
the claim that harm done to others is ultimately harm to the self as well, it is consistent not only 
with Buddhist or African Ubuntu philosophy but also with a feminist ethic of care. But here we 
want to emphasize what this suggests about acknowledgement and the potential for redemption, 
and why both would be important. To redeem in this case is to acknowledge the reproduction of 
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harm within a particular relational system or structure, which is a first step toward re-establishing 
balance and rethinking of our security in relation to entangled others.

The second question regards who precisely is better able to ‘see’ as a result. The most straight-
forward and understandable answer would be that those who participate in the mapping process 
begin themselves, as a result of their representation of parts within a whole, to ‘see’ the previously 
unseen. They carry the experience as subjective witnesses during the mapping away from the exer-
cise. While there was indeed evidence of this, as expressed by participants, even a year later,18 the 
potential may extend further. For instance, in the weeks following the conclusion of the US Politics 
of Hate pilot study, the dramatization of far-right toxicity in Charlottesville, VA, made it impossi-
ble to ignore the continuing impact of a history of not ‘seeing’ slavery on contemporary politics in 
the USA. There was a corresponding emphasis in the media on the need for a conversation around 
the history of slavery. Was this increased ability to see slavery at all related to our experiment in a 
living room in Scotland? Any kind of causal claim about the relationship between redemptive 
measurement within the mapping exercise and changes in the world would be premature.19 One 
objective of a longer, more sustained experiment would be to track the mapping in relation to mul-
tiple changing empirical contexts over time.

A third issue regards the potential for DEMM to have a broader impact on the world. If there 
were to be a larger impact, it would take the form of greater attention to the ongoing effects of 
structural violence and, in theory, a reduction in fear and the toxicity attached to the possibility of 
engaging in conversation about it. The greater ability to ‘see’ as a result of redemptive measure-
ment may relate to those who participate in the mapping, thus making it a potential educational 
tool or a tool for engagement around policy – for example, examining the transgenerational entan-
glements between the descendants of European immigrants to the USA, including slave-owners, 
and those forcefully displaced from Africa.20 Or, there may be more non-local and difficult-to-
gauge changes, such as those suggested by the Charlottesville example. As physicist John Wheeler 
noted, in a quantum world we are ‘participants in creating the universe’, which requires that we 
take responsibility for it (Folger, 2002). As entangled participants, any transformation potentially 
impacts on us all. As suggested in relation to the contemporary ‘crisis’, refugees and migrants 
may themselves be the obvious victims, whether of conflict or of a lack of compassion by host 
societies, but the latter, and not least the United States or European countries, are also impacted 
by the failure to live up to their own core values, a failure that, we argue, is as entangled in 
memory as the former. Redemption points to our humanity and the ability to see the human in the 
other, not only in the present but in the past as well, and the other in the self. Redemption is less 
about changing the past (see Wendt, 2015) than about acknowledging it in such a way that we are 
changed in the now.

Conclusions

DEMM does not measure the distance between ‘things’ but rather the relationship between posi-
tions within a trauma field that is heavily dependent on the apparatus or how the intentional ques-
tion is asked. The method makes it possible to ‘cut’ into the relational dynamics of specific 
historical dislocations to make visible the otherwise invisible affective resonance of transgenera-
tional memory and its continuing impact on the present. There remains a question of whether this 
is primarily useful as a tool of analysis, for gaining insight into some of the hidden dimensions of 
memory on contemporary politics, or whether the non-local witness to and acknowledgement of 
historical patterns of displacement and perpetration changes something in the world itself. The 
mapping process makes it possible to measure a historical trauma field in expressive terms. Out of 
this process, the hidden dimensions of suffering relating to past trauma, which continue to impact 
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on the present, begin to surface. The corresponding concept of redemptive measurement suggests 
that in the process of ‘seeing’ and acknowledging this suffering, the entanglement is broken and 
something in the world itself changes, which is consistent with the quantum principle that observa-
tion changes the object of measurement. To ‘see’ is to break an entanglement. Beginning to see the 
other in the self, and the self in the other, including as this relates to victim–perpetrator dynamics 
across time, provides the basis for an ethical reorientation toward both the study and the practice 
of security.
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Notes

 1. We sought to apply a method that is widely used in the analysis of family and organizational systems 
(see, for example, Mackay, 2012; Roevens, 2008), particularly in Germany, to political phenomena. 
While Mackay has been a practitioner of the former for 17 years, Fierke’s interest in the method was 
sparked by the quantum effects that arise from the dynamics of the systems analysis, which have no 
explanation in classical physics.

 2. The word ‘experiment’ is used loosely to refer to the exploration of the usefulness of a particular method 
developed for one purpose to another. The process began out of curiosity, with no clear idea of where we 
were going, but it turned into three pilot studies relating to the delivery of humanitarian aid to Aleppo in 
2016, the emergence of a US politics of hate following the 2016 elections and the EU refugee/migration 
‘crisis’.

 3. Interaction assumes an exchange between separate parts, in which they remain unchanged. Intra-action, 
by contrast, begins with the whole and the constitution of separability as boundaries are drawn in an 
active process.

 4. See Sassounian (2014).
 5. Orbán here refers to Hungary’s experience of conquest by the Ottoman Empire, going back to the 16th 

and 17th centuries. The decisive battle in the conquest of Hungary was the Battle of Mohacs in 1526, led 
by Sultan Suleyman the Magnificent, who defeated the medieval Kingdom of Hungary, which was far 
greater in size than the current country.

 6. The quantum emphasis on measurement also highlights the distinction between a relational and an atom-
istic ontology, as expressed in the relationship between, for example, discourse and content analysis 
(see Herrera and Baumoeller, 2004). Further, it problematizes the relationship between observer and the 
apparatus of measurement. If the ability to ‘see’ is directly related to the apparatus of the observer – that 
is, their language use, which represents a ‘cut’ into a complex world – then there are obvious constraints 
on the degree to which claims of ‘objectivity’ can be made.

 7. For a discussion of experience, including these two types, see Scott (1991).
 8. In addition to the literature on entangled memory, non-linear approaches to memory would include, for 

instance, Rothberg (2009) or De Cesari and Rigney (2014).
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 9. As Haraway (1997: 273) further states, ‘Diffraction patterns record the history of interaction, interfer-
ence, reinforcement, difference.’

10. This resonates with recent studies in epigenetics that suggest that traumatic entanglement can carry over 
from one generation to the next, altering genetic expression, while highlighting the role of environmental 
factors in triggering traumas of the past (see, for example, Daxinger and Whitelaw, 2016; Gapp et al., 
2016).

11. The method, while influenced by forms of systems therapy, such as gestalt or Virginia Satir’s family 
sculpting, originated with Bert Hellinger (see, for example, Hellinger, 1999) and has become one of the 
most popular forms of therapy in Germany (see Bilger, 2016), although not without controversy, and has 
spread to some 25 countries.

12. In this respect, our project was more of a ‘pre-experiment’ to establish the validity of proceeding with a 
larger, more structured project.

13. This is contrary to frequent claims that quantum effects ‘wash out’ at the macroscopic level and are thus 
irrelevant for the social sciences; see, for example, Waldner (2017).

14. In the context of the US Politics of Hate pilot study, subject categories of a prior discourse analysis were 
used to set up the initial relational field of a specific map, which revolved around memories of the Civil 
War and slavery. This proved to be among the most powerful sessions, which suggests that use of the two 
methods in tandem may strengthen the results.

15. In the EU migration analysis, we constructed a literal transcription of the words spoken by the repre-
sentatives as they moved around the mats engaging with one another. The completed transcription was 
then broken down into predicates – for example, subjects, verbs, adjectives, objects – and analysed in a 
manner similar to the way in which political discourse might be analysed.

16. The African concept of Ubuntu had an impact on the South African Truth and Reconciliation Commission, 
and Hellinger, who developed the constellation method, spent 16 years as a priest in South Africa observ-
ing indigenous healing practices; see, for example, Washington (2010).

17. While this may seem like what Einstein referred to as ‘spooky action at a distance’, other forms of 
‘spooky action at distance’, from mobile phones to the internet to Skype, which at one time seemed a 
bit scary, are now a part of daily life. Like the memory mapping, these are all non-local phenomena but, 
unlike it, rely on technology.

18. For instance, following the presentation of a very moving paper that examined the testimony of a slave in 
the USA during the 19th century, Head (forthcoming) suggested a relationship between her participation 
in the US Politics of Hate pilot study and her later choice of this case, which was a divergence from her 
work on Israel–Palestine.

19. And would necessarily rest on a more non-linear understanding of causality; see, for example, Kurki 
(2008).

20. Mackay has been working with groups in Madison, WI, to this effect.
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Abstract
While entanglement is a phenomenon discussed in quantum theory, it can also be found 
in art. We propose to connect entanglement to art’s most fundamental question: what is 
creativity? For example, Marcel Duchamp found the essence of the creative act in the “art 
coefficient,” the difference and/or gap between the artist’s intention and realization which is 
created. This paper locates the common sense understanding of entanglement in an insepa-
rable whole that ensures difference between the intention and realization. Seeing the artis-
tic act as actively designing entanglement within artistic production, we present examples 
of this from the work of the Japanese-style painter Nakamura, and present a concrete vision 
for an answer regarding the question of the nature of creativity.

Keywords Art coefficient · Entanglement · Heterogeneity · Gap · Internal measurement

1  Introduction: The Art Coefficient and Creativity

What is creativity? Marcel Duchamp, in his lecture “Creative Act (Duchamp 1957),” 
expressed creativity as the art coefficient. The art coefficient is the difference between the art-
ist’s intention and realization which is created. For his 1917 Fontaine while Duchamp planned 
to express “Fontaine”, a urinal was exhibited. A urinal is a ready-made product that cannot 
be anything but a urinal. Therefore, when a urinal called a “fountain” is presented at an art 
museum, art-experiencers are intensely jolted by the gap between the urinal and a fountain. In 
this gap enters the outside—for example, art-experiencers’ interpretations. People have usually 
sought the significance of Duchamp’s art coefficient in the happenstance encounter between 
artists and art-experiencers, and seen it as located in the unavoidability of the artwork being 
interpreted independently of the author’s intention. However, the art coefficient can be seen as 
the difference between what one has planned and that which is realized in artistic production.
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The plan can be defined not only to painting but also other arts and even to cognition and 
perception by referring to anticipation and/or post-diction. It is a strategy for understanding an 
outside that is formed actively yet in a way that is not completely controllable (Gunji 2018). 
The artist is, in other words, one who actively designs an art coefficient that cannot be deliber-
ately managed (Nakamura and Gunji 2018).

An example of something with an art coefficient of zero is a plastic food model (Gunji 
2018). Food plastic models exist so that customers can imagine in advance what the food 
offered is like, and they are expected to be as similar as possible to the food actually served. 
One can enjoy eating unexpected dishes in an omakase (i.e., chef’s recommendation) course. 
In this case, a creative attitude that enjoys the kind of gap present in Fontaine is sought from 
both the cook and the customer. In creativity, gaps are welcomed and the greater the coef-
ficient the greater the possibility of an impact and deep thought. With that said, not just any-
thing with a large difference is good. That would be simple unrelatedness. The great gap 
between the intention and realization can entail the alternative of the two. For example, if you 
display a urinal as a “fountain” to some of your friends who are not familiar with arts, they are 
surprised at the gap between a urinal and a fountain. Since a urinal and a fountain cannot co-
exist, they can be alternative to each other. Sometimes it is regarded as a urinal, but sometimes 
it can be regarded as a fountain for your friends. If the gap for the experiencer is too great to 
allow for the concepts to be alternatives to each other, they will instead be assumed unrelated.

In the case of Fontaine exhibited by Duchamp, the urinal and the fountain are different in 
nature. While each concept is different, they are inseparable and exist together. With his work 
Duchamp set up a “coming and going” between the urinal and the fountain. By falling into 
this difference (gap), even art-experiencers—who are supposed to be unrelated to the produc-
tion of the work—jump into and experience Fontaine, which they have been linked to without 
possessing any relationship to it. This kind of creation is the art coefficient. The core of this 
idea could appear in many other contexts. Since Austin (1962) proposes the idea of speech act, 
it is argued that the outside of a language is rushed into the language in the form of speech act. 
In our sense, various contexts and unpredictable meanings outside of the ordinal use of a word 
could rush into the gap between the speaker’s intention and the listener’s interpretation. Espe-
cially, the concepts of illocution and perlocution in linguistics is strongly relevant for our idea 
[e.g., (Cohen 1973)]. Many cognitive and/or linguistic illusion such as cognitive bias [e.g., 
Manktelow (2012)] and the liar paradox (Aerts et al 1999) could be interpreted in terms of the 
aspect of the art coefficient.

In quantum theory, entanglement refers to different pure states being tangled together 
(Gunji 2018). The art coefficient can be seen as entanglement in the artistic act. Therefore, art-
ists show their skills in how they incorporate gaps into their work in an exquisite arrangement 
and how they introduce leaps to the outside into it. Below, we will present examples from 
three works of Nakamura, one of the authors of this paper, that give rise to artistic entangle-
ment. Before presenting the examples, we explain the metaphorical notion of entanglement in 
the next section.

2  Metaphorical Notion of Entanglement

The notion of entanglement is used to describe states that are separated with each other 
but remain connected in a non-local way. Therefore, an entangled pair of two sets of states 
which is assumed to be expressed as a product of two sets that is strongly correlated.
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We expand the notion of entanglement in a broader sense. In linguistic philosophy, 
Wittgenstein (1963) denied the meaning of a word and a sentence, and proposed the idea of 
performative sentence. Kripke (1980) took after Wittgensteins idea, and showed that if the 
referent of the name, Kurt Gödel, is defined by the person who proved the incompleteness 
theorem (IT), and if it is clarified that Gödel himself did not verify IT and plagiarized the 
idea, then one can be faced with the situation in which the person who proved IT did not 
prove IT. That implies co-existence of “prove IT” and “NOT(prove IT)” in the form of the 
liar paradox.

In Kripke’s argument, “NOT(prove IT)” is just one of the examples outside of “prove IT 
(i.e., conventional referent of Kurt Gödel)”. Various possible referents outside of the name, 
Kurt Gödel, can rush into the scene of performing the name, Kurt Gödel. In our context, 
various possible referents in the underlying context can rush into the gap between speak-
er’s intention and listener’s interpretation. It results in a paradoxical sentence in which 
NOT(prove IT)” is superposed on “prove IT”. In other words, the sentence is entangled 
with underlying context which can contain various possible referents, and that entangle-
ment can entail co-existence (i.e., superposition) of a specific conventional meaning and 
the alternative meaning of the sentence in an extreme case. However, entanglement of a 
sentence and context is unclear because context cannot explicitly appear.

In this sense perlocution and illocution play an essential role to understand the signifi-
cance of entanglement in linguistic phenomena. When a sentence and its underlying con-
text is replaced by a speech and an act, respectively, one can find illocution in the form of 
entanglement. The illocution can also entail a paradoxical speech such as, “Please speak in 
a small voice here” in a loud voice.

This idea is taken after by cognitive linguistics especially proposed by Lakoff (1987), in 
which the prototype of a given meaning is located at the center of the distribution of pos-
sible meanings, and the marginal area of the distribution is connected to the opposite to the 
prototype.

While co-existence of A and NOT(A) is one example of co-existence of different mean-
ings, referents and contexts, co-existence of various things can be attracted by the gap 
between speaker’s intention and listener’s interpretation. We expand the idea of entangle-
ment to contain such a broader sense of co-existence.

Especially, the mirror neurons could be strongly relevant for the notion of entanglement. 
It was previously considered that the mirror neurons of a monkey and a human brain can 
fire to the same act of both him/herself or of others (Gallese et  al 1996; Rizzolatti et  al 
1996; Cochin et al 1998, 1999). Thus, it is considered that the sociality can result from the 
mirror neurons (Gallese 2003).

However, the notion of “the same” act can be misleading. How can one identify the 
same act for one’s own act and other’s act? The act cannot be separated from its goal, 
derived feeling, emotion, and so on. How can one determine the boundary of a specific act? 
Nobody can do that, and mirror neurons also cannot do so. In fact, it is recently reported 
that mirror neurons can fire not only a specific visual image of others which represents 
one’s own act but also the image which can be relevant for the goal, feeling and/or emo-
tions derived from the act (Bonini et al 2013; Urgesi et al 2010; Iacoboni 2009). The latter 
implies that representation of a specific act is entangled with its derived information pro-
cessing such as inferring goal, feeling and emotion.

In our sense, information processing at a certain level cannot be separated from that at 
a higher level in the brain. The latter information processing is regarded as the informa-
tion processing outside of the former one. Since information processing is interpreted as 
the interaction between a sender and a receiver of the information, we can consider that 
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the outside of a specific information can rush into the gap between the sender’s intention 
and the receiver’s interpretation. That is nothing but the notion of art coefficient and/or 
extended notion of entanglement.

As well as the origin of sociality resulting from the mirror neurons in the sense of entan-
glement (Sobhani et  al 2012), the gap between the artist’s intention and realization can 
entail the entanglement of the masterpiece and the outside of it. That is creativity hidden in 
the masterpiece featured with the gap between the intention and realization.

3  A Buddha Bug “Buddhaptera” Praising a Rapidly Ascending 
Platyplotus and Glistening

Platypuses live in Australia. They have a flat beak, like ducks (Grant 1989). They look 
like moles, and swim with the agility of fishes. Furthermore, they have a single foramen, 
like reptiles and birds. Excretion, procreation, and the laying of eggs all happen through 
one hole. While they lay eggs like birds, the hatched babies are nursed by their mother, 
like mammals. This mixed up living thing is a strange harmonious unification of various 
aspects. Nakamura took a strong interest in the platypus because it is itself a mediator of 
heterogeneous elements—in this gap. She was motivated to create by her desire to express 
this heterogeneity of a platypus.

One summer, she saw a lotus growing in a pot at a temple. She was driven by the intui-
tive desire to mix this lotus with up a platypus. In reality, this could never happen in its 
home of Australia. However, for Nakamura a lotus and platypus pointed to a heterogeneity 
that foretold entanglement. She composed the work so that it would beckon them. How-
ever, if one just reconstructs a platypus and lotus as a mixed thing without giving it much 
thought, there is even the possibility of debasing the heterogeneity of the platypus by turn-
ing it into a strange monster. How can one bring out the heterogeneity of the platypus in a 
way that can ensure various patches as a whole, the platypus?

When she was struggling with regard to this, she saw a jewel bug nymph taking shelter 
from rain near a window. On its back was an unestablished iridescent marble pattern. All of 
a sudden, in it she saw a shape resembling a human. For Nakamura, this was more than an 
illusion of the eyes. It brought about in her an intuitive feeling that the phenomenon of see-
ing resulting from the interaction of an object and an observer. This was the perspective of 
an internal measurement. When we perceive something, we tend to adopt a perspective that 
is based on the separation between that an observer and an object. External measurement 
is observation that rises above to look over the world as a whole. It is objective, scientific 
representation. On the other hand, in the case of internal measurement, the observer exists 
within the world and cannot observe without influencing that which is being observed 
(Matsuno 2016; Gunji et al 1997a, b; Gunji and Toyoda 1997). In other words, in internal 
measurement the exterior (that which cannot be controlled) is also internal to observation, 
rendering ineffective—although not dissolving—the difference between the exterior and 
interior and mixing up different things. Therefore, the co-existence of and the gap between 
an unrelated bug and human become possible. This shares commonalities with finding the 
Buddha—if one holds that this mixing up is entanglement, if with the attitude of an inter-
nal observer one holds that the consciousness that sees a human in a jewel bug sees the het-
erogeneity of the platypus. A “buddha bug” descended to the gap between the platypus and 
the lotus. This is a strange connection. In a way the “Buddhaptera (buddha bug)” worships 
and glistens, and Platyplotus (2015) was able to splendidly jump (Fig. 1). 
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4  An Entangled Meal

At one point, Nakamura saw the movie Moby Dick (1956), based on Herman Melville’s 
novel. In the painting, a whale arises amidst the flashing of lightning in chaos. This is 
the signature of the whale depicted by Queequeg. It is the large, white whale named 
“Moby Dick” that was never to be captured. Beckoned by Captain Ahab, the crew goes 
towards the whale, who is reaching his end. At first Nakamura wanted to paint such a 
whale. However, after reading Le nouveau monde amoureux (Fourier, translated in Japa-
nese, 2013), the theme of whale suddenly escaped her, and was driven by the impulse 
to depict a meal in the harmonious world that Fourier claimed. What is called, com-
bined harmonization could consist of individuals’ various taste and happiness. Fourier’s 
dream on new society is the attitude to enable this harmonization, which can be imple-
mented by the internal measurement consistent with Fourier’s terminology, “infinitely 
small (infinitésimal)”. On one hand, the internal measurement perpetually mixes the 
measured state with external perturbation. On the other hand, the infinitely small ena-
bles harmonization of intrinsically different things. Both of them can enable happiness 

Fig. 1  Platyplotus—Sudden rise 
2015 Kyoko Nakamura Color 
on silk, 170 × 68 cm (Overall 
view: left; Enlarged part: right 
above and right center) and Bud-
dhaptera 2016 Kyoko Nakamura 
Color on silk, 15 × 15 cm (right 
below)
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resulting from entanglement (Nakamura 2018). Although we do not refer to Fourier fur-
ther in this paper, there is a more important discussion about the idea between Fourier 
and Nakamura’s works. We would like to discuss it at another opportunity. Nakamura 
found sawachi dishes, a kind of local cuisine from Kochi (the name of a place) Prefec-
ture in Japan made at home for guests on celebratory occasions such as weddings and 
birthdays (Matsuzaki 1986).

Eaten in large groups, the food is placed on a large plate with a diameter of around 
twelve inches or more. This plate, which brings together hors d’oeuvre, a main fish dish, 
side dishes, and dessert, is a highlight of sawachi dishes. This style of dining originates 
in naorai (a ceremony held at the end of a Shinto rite in which participants would share 

Fig. 2  Sawachi de Moby Dick 2016 Kyoko Nakamura Handscroll, color on silk, 34 × 1423 cm
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food that had been offered to the god). This tradition has been passed down across Japan 
as a traditional feast in which the god and people eat together, strengthening their con-
nections. However, due to its popularization, its original premise was lost, leading to 
difference between what is planned and what is realized. There is no order of dishes 
or hierarchy between foods as there is in course meals. Guests eat what they like when 
they want to. While going ahead with their own meal on their own terms, they deepen 
their relationships with others. Also, in sawachi dishes people—the old, the young, 
men, women—are equal around the plate. In Kochi, holding such feasts is referred to as 
okyaku suru. Both people from the family who invited others as well as those who were 
invited sit around the plate. Therefore, the relationship of “entertaining” and “being 
entertained,” as well as the distinctions between leading and supporting roles, gradu-
ally becomes ambiguous. The meaning of the gathering in the end does as well, and it 
turns into just a drinking party. Sawachi dishes include lots of food with an emphasis 
on appearance: a plover-like arrangement of sea bream that appears to have gathered 
together in the ocean, and even bonsai tree-like plates. When the drinking party goes 
in full swing, people drink together while entertaining each other using chopsticks and 
cups, and guests become constitutive elements of the plate and fragmented, decorating 
the feast. Everything that comprised the meal becomes completely fragmented, and a 
style aspiring towards an infinitesimally small heterogeneity becomes a medium. Even 
the bites of mackerel sushi deliciously brought to one’s mouth take on a divine nature. In 
note at the end of Sawachi de Moby Dick (2016) (Fig. 2), Gunji says, “A god’s messen-
ger-like frog and sparrow, who play the role of mediator, continually adjust a breaking 
set of things. While making the top of a plate be a background with the pieced together 
remaining offerings, each individual’s meal is continually combined and opened up as a 
site of summoning (Gunji 2017).” 

The head of a mackerel that remains on the plate during a party was like a whale raising 
its head from the surface of the ocean. At this time, for Nakamura, the whale descended to 
the gap of sawachi dishes. However, on the plate was not a great, large Moby Dick, but a 
life-sized one. This the entanglement of humans (food) and whales reflected by a small yet 
divine plate.

5  Someone Digging Landscape—Known Againness

In the early afternoon when it’s still a bit chilly, one goes to the ocean shore at low tide. 
The bubbly sand feels nice and sticky on one’s bare foot. Using the gentle slopes of the 
rolling beach as a guide, one dips one’s legs in the sand, feeling the cold of the ground and 
something hard. It is a clam. Using one’s big toe, one carefully gets it out of the sand, and 
takes into one’s a hand a skyscraper (the pattern on the shellfish). While searching for vari-
ous “landscapes”—peonies, running crows, snowstorms, piled umbrellas—one looks into 
the distance and finds the pattern in the shells of clam. Unknown views are more nostalgic 
than reality.

For Nakamura shellfish gathering itself is synonymous with nostalgic things. Just by 
hearing the phrase “shellfish gathering,” she experiences a time that is more nostalgic than 
reality, like gazing out into an unknown distant scene. In other words, shellfish gathering 
is time. Is not the sense of time also manifested by entanglement? There is a tendency to 
view time as always being fixed, going in one direction: from the past to the future. How-
ever, in reality this is not the case. Gunji proposed an inference system equipped with both 



254 K. Nakamura, Y. P. Gunji 

1 3

Bayesian and inverse Bayesian inference (Gunji et al 2016, 2017), showing the co-exist-
ence of “past experience/ ‘I’ of the past” and “present perception/ ‘I’ of the present (Gunji 
2018).” Gunji sees this as generalized déjà vu. The everyday is filled with déjà vu. Time, 
which clearly extends the closer the memory is to one’s earliest memory from childhood 
and is supposed to be fixed, is felt to be shorter and shorter as one goes back to the present 
(Nabokov 2017). Amidst coming and going between Bayesian inference and inverse Bayes-
ian inference, we invite the exterior that is time into the interior. With them co-existing, we 
are always forming time. Is pure time not entanglement that always descends into the gap 
from the exterior?

In Japan there is the superstition that mirages arise from the energy released by shell-
fish. The distant scenery seen by Nakamura while searching for various landscapes was 
the clam that creates a tower on its body and turns into a landscape. This landscape that is 
more nostalgic than reality is time itself in which things of different natures things co-exist. 
Shellfish, which go back and forth between manifest imagination and latent reality, were 
the ones searching for landscapes (Fig. 3).

6  Conclusion: The Universality of Heterogeneous Things

The entanglement in Nakamura’s artistic production discussed in this paper is very arbi-
trary. Throwing a platypus and lotus together, seeing a human in a jewel bug, a sawachi 
dishes feast facing Moby Dick, shellfish becoming a landscape—these are all only 

Fig. 3  Someone digging land-
scape—Known againness 2017 
Kyoko Nakamura Hanging scroll, 
color on silk, 109 × 88.5 cm
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meaningful for Nakamura. What is arbitrariness = heterogeneity for an individual only has 
meaning for that person. In principle, the meaning of arbitrariness hinders external evalu-
ation (Gunji 2018). There is no universal value in arbitrariness, with respect to external 
measurement. The emotions of enjoying nostalgia and deliciousness are in the first place 
arbitrary and therefore completely different in nature from each other. One cannot share 
or exchange the same deliciousness. While different things cannot co-exist, exchange and 
fused, they can be harmonized because they can confront with each other. Confronting 
with each other is one of implementations of harmonization with respect to difference.

There is a major difference in “universality” depending on whether one sees homoge-
neity with invariance or sees heterogeneity with originality (Nakamura 2016). Because 
these emotions are different—unrelated and purely meaningless from the perspective of the 
world and only meaningful to this “I”—each person satisfies a universality that they can 
be confident is happiness. In the first place, was entanglement not the tangling together of 
pure states? This is the universality of things that are different in nature.

Heterogeneity in artist’s creative acts, is a sensual metaphor. Even Duchamp did not 
yield a concrete image of artificial coefficient. We here develop concrete image of arti-
ficial coefficient, by introducing entanglement compared to the entanglement in quan-
tum mechanics. Speaking in our terminology, entanglement may not be consistent with 
the entanglement in quantum mechanics, since we focus on macroscopic creative acts. 
For instance, it is not easy to estimate the virtual dimension in biological time in terms 
of quantum mechanics. Although our discourse could contain some issues on biological 
and/or psychological problem, we consider that the essence of entanglement in quantum 
mechanics is based on the mixture of different pure states or harmonization of different 
things, which can yield the essential mechanism of creative acts.

In starting from Duchamp’s art coefficient, we propose the connection between entan-
glement and creativity resulting from the art coefficient. While entanglement in quantum 
mechanics represents correlated states which can be assumed to be independently sepa-
rated with each other, we expand the notion of entanglement of which various contexts out-
side of a particular context can be attracted by the gap between the intention and realization 
in the particular context. Such an extended entanglement can be found in various fields, 
not only in cognitive linguistics but in brain science referring to mirror neurons. While we 
focus on the emergence of a masterpiece of art resulting from entanglement, the origin of 
sociality and/or language could be explained by the notion of entanglement. Various other 
notions that are part of the quantum epistemology such as contextuality, superposition, and 
emergence, might be useful to improve the notion of art coefficient and thus creativity (see 
also Gabora 2002).
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ABSTRACT
Entanglement is an invaluable resource to various quantum communication, metrology, and computing processes. In particular,
spatial entanglement has become topical, owing to its wider Hilbert space that allows photons to carry more information. How-
ever, spatial entanglement is susceptible to decay in the presence of external perturbations such as atmospheric turbulence. Here
we show theoretically and experimentally that in a weak turbulence regime, maximally entangled states can be distilled through
quantum interference. We generated entangled photons by spontaneous parametric down-conversion, with one photon in the
entangled pairs being sent through a turbulent channel. We recombined the paths of the two photons at a beam-splitter in a
Hong-Ou-Mandel interference setup and measured in coincidence, using spatial filters, the spatial correlations between photons
in the output ports of the beam-splitter. We performed a state tomography and show that, from an ensemble of pure states with
very low levels of entanglement, we distil entangled states with fidelities F ≥ 0.90 with respect to the singlet Bell state.

© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5079970

I. INTRODUCTION

Generating, manipulating, and sharing quantum states
with maximal levels of entanglement are crucial steps to
realising quantum processes such as quantum key distribu-
tion, teleportation, metrology, and computation.1–11 In this
quest, realising entanglement in different degrees of free-
dom has opened avenues beyond the two-level quantum
bit (qubit). Spatial modes, particularly those carrying orbital
angular momentum (OAM), allow one to exploit the spatial
properties of photons to realise high-dimensional entangle-
ment.12–15 However, correlations between entangled spatial
modes are adversely affected by external factors such as
atmospheric turbulence.16–22 These perturbations reduce the
degree of entanglement and, consequently, the fidelity of the
quantum process implemented. This constitutes a major hin-
drance in processes where maximally entangled states are
required. Methods to mitigate the effects of turbulence on

spatial modes have been proposed, with some notable ones
including increasing the separation in mode space to reduce
cross talk23 and performing a coordinate transformation on
one of the entangled photons to cancel out antisymmetric
contributions of the turbulence.24

Through entanglement concentration or distillation, one
can sift, from an ensemble, a fraction of states with a higher
degree of entanglement.25–27 In the special case of pure states,
entanglement distillation can be realised in two ways. The
first is through Procrustean filtering, where local operations
on the entangled pair are performed in order to control
the probability amplitudes of the post-selected states. Nat-
urally, this requires prior knowledge of the quantum states
before filtering. First demonstrated with polarisation states,28
this technique has been extended to spatial modes in higher
dimensions.15 The second method is the Schmidt projection
and, unlike the first, can be applied to an unknown quan-
tum state. Although efficient for large ensembles of entangled
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pairs, this scheme is impractical as it requires collective mea-
surements to be performed on the ensemble.25 Alternative
schemes to realise the Schmidt projection have been proposed
to circumvent the requirement for collective measurements,
many of which involve ancillary photons (pairs).29–33

In the present work, we address the issue of entangle-
ment distillation on an ensemble of OAM entangled pho-
tons generated by spontaneous parametric down-conversion
(SPDC) and perturbed by a one-sided weak turbulent channel.
One of the photons in the entangled pair propagates through
the turbulence, leading to a unitary scattering in a higher
dimensional OAM space. As a result of post-selection on a par-
ticular OAM subspace, one measures a decay of the degree of
entanglement despite the unitary nature of the channel oper-
ator. To distil entanglement, we interfere the non-maximally
entangled photons in a Hong-Ou-Mandel (HOM) configura-
tion.34,35 It has been shown that the HOM interference can
be exploited to implement a filter for Bell states according to
their intrinsic symmetry.36–38 By performing a state tomogra-
phy of the quantum states after implementing the HOM fil-
ter, we obtained distilled entangled singlet states with fidelity
F ≥ 0.90, up from as low as F = 0.03.

II. THEORY
Consider the OAM entangled two-photon state ���Ψ

−
`

〉
expressed as follows:

���Ψ
±
`

〉
=

1
√

2
( |`〉A |−`〉B ± |−`〉A |`〉B), (1)

where the subscripts A and B label each of the photons in the
entangled pair carrying `~ quanta of OAM. Photon A is allowed
to propagate through a turbulent channel that is unitary,

causing a scattering of OAM states,

|`〉
turbulence
−−−−−−−−−→

∑
`′

c`−`′ ��`′
〉
, (2)

where
∑
` ′ |c`−`′ |2 = 1. While the scattering certainly leads

to the formation of higher-dimensional correlations, we will
restrict the problem to a qubit subspace by projecting on the
initial OAM state space; that is, we will consider the terms with
`′ = ±` in Eq. (2). The perturbed qubit state after turbulence
then becomes

|Ψ` 〉 =
1
√

2

(
c0 |`〉A |−`〉B − c0 |−`〉A |`〉B

+ c2` |−`〉A |−`〉B − c−2` |`〉A |`〉B

)
. (3)

It is useful at this point to express |Ψ` 〉 in the Bell basis.
This can be done by realising that the last two terms in Eq. (3)
correspond to a state on a two-photon OAM Bloch sphere,39
where the poles are the Bell states ���Φ

+
`

〉
and ���Φ

−
`

〉
, expressed as

follows:
���Φ
±
`

〉
=

1
√

2
( |−`〉A |−`〉B ± |`〉A |`〉B). (4)

One then rewrites Eq. (3), the Bell basis, as follows:

|Ψ` 〉 = c0
���Ψ
−
`

〉
+ c+

2`
���Φ

+
`

〉
+ c−2`

���Φ
−
`

〉
, (5)

where c±2` =
〈
Φ±` |Ψ`

〉
.

After the turbulent channel, the photons enter a Hong-
Ou-Mandel filter, as shown in Fig. 1(a). The aim of this filter
is to distil the singlet state ���Ψ

−
`

〉
from the perturbed state

|Ψ` 〉. The layout of the filter is shown as the inset in Fig. 1(a)
and consists of two mirrors and a 50:50 beam-splitter (BS).

FIG. 1. Experimental setup for entanglement distillation. (a) By pumping a 3-mm thick, non-linear type-I BBO crystal with a 355 nm laser, we produced, through SPDC, pairs
of entangled photons with wavelength 710 nm. The photons are sent down two paths, one containing a delay line and another with two Dove prisms (DP) to manipulate the
SPDC state symmetry. A turbulence phase plate (TPP) in path A perturbs the state before the photon paths are recombined at a 50:50 beam-splitter (BS). Lenses L1 and L2
with focal lengths f1 = 100 mm and f2 = 750 mm, respectively, relay the plane of the BBO crystal onto the spatial light modulator (SLM). The two photons are probed using
digital holograms encoded on the SLM, passed through 10 nm bandpass filters (F), and then coupled to single mode fibres (SMF). (b) shows the range of phase fluctuations
across the turbulence phase plate.
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A general entangled state |Ψ〉 = ( |`1〉A |−`2〉B ± |−`1〉A |`2〉B)/
√

2 is
transformed by the HOM filter as follows:

|Ψ〉
HOM filter
−−−−−−−−−→

1

2
√

2

(
i |`1〉

1 |−`2〉
1 + i |`1〉

2 |−`2〉
2 + |`1〉

1 |−`2〉
2

− |`1〉
2 |−`2〉

1
)
±

1

2
√

2

(
i |−`1〉

1 |`2〉
1 + i |−`1〉

2 |`2〉
2

− |−`1〉
1 |`2〉

2 + |−`1〉
2 |`2〉

1
)
, (6)

where the superscripts 1 and 2 label the output ports of the
beam-splitter. One can then show that the filter transforms
the states in Eq. (5) as follows:

���Ψ
−
`

〉 HOM filter
−−−−−−−−−→

���Ψ
−
`

〉1,2
, (7)

���Φ
±
`

〉 HOM filter
−−−−−−−−−→

i
2

(���Φ
±
`

〉1,1
+ ���Φ

±
`

〉2,2
)
. (8)

Note that the antisymmetric singlet state ���Ψ
−
`

〉
exhibits anti-

bunching; no two photons are in the same output port. For
the two symmetric states, however, photons bunch and exit
in the same port of the beam-splitter. Therefore, conditioning
the photon detection on coincidence between the two output
ports automatically discards the contribution of symmetric
states in Eq. (5), leading to the following distillation result:

|Ψ` 〉
HOM filter
−−−−−−−−−→ c0

���Ψ
−
`

〉1,2
. (9)

In this manner, noise arising from turbulence is converted
to losses, with the probability |c0 |

2 representing the frac-
tion of singlets distilled. This fraction naturally depends on
the strength of turbulence: with increasing turbulence, |c0 |

decays to 0. Given that only anti-symmetric states exhibit
anti-bunching after the HOM filter, the choice of the initial
singlet state is logical and necessary, that is, because all sym-
metric states produce no coincidence signal after the HOM fil-
ter.38 Note that the above treatment would also be valid in the
case of two photons going through two turbulence screens.
This is because given a weak turbulence operator M̂i acting on
photon i we have, within a given OAM subspace,

M̂A ⊗ M̂B
���Ψ
−
`

〉
→ c̃0

���Ψ
−
`

〉
+ (· · · )symmetric. (10)

However, one should expect the fraction of distilled states to
be even lower than in the case of one photon going through
turbulence, with |c0 | ≥ |c̃0 |.

III. EXPERIMENTAL REALISATION
We experimentally demonstrated our distillation scheme

using the setup in Fig. 1(a). Pairs of entangled photons were
produced through SPDC. We pumped a 3-mm type-I BBO
crystal with a 355 nm laser at 350 mW average power and 80
MHz repetition rate, producing the symmetric SPDC state,

|Ψ〉SPDC = α0 |0〉A |0〉B +
∑
`>0

α`
���Ψ

+
`

〉
AB

, (11)

where ���Ψ
+
`

〉
AB
= ( |`〉A |−`〉B + |−`〉A |`〉B)/

√
2. Using a pair of

Dove prisms (DP) in the path of photon A, we controlled the

symmetry of OAM subspaces by inducing an OAM-dependent
phase in the SPDC state: |`〉 → exp(2i`θ) |`〉, where θ is the
angle between the two Dove prisms:

���Ψ
+
`

〉 DPs
−−−→

exp(2i`θ) |`〉 |−`〉 + exp(−2i`θ) |−`〉 |`〉
√

2
. (12)

For θ = (2n + 1)π/4` with n ∈ N, one achieves the conver-
sion to anti-symmetric state in all the OAM subspaces. We set
θ = π/4 and obtained, up to a global phase, the following
selection rules:

���Ψ
+
`

〉 θ=π/4
−−−−−→




���Ψ
−
`

〉
for odd `,

���Ψ
+
`

〉
for even `.

(13)

Photon A then propagates through turbulence. We con-
sidered a turbulent channel with weak scintillation such that
atmospheric perturbations can be summed to a unitary trans-
formation, i.e., a single turbulence phase screen,16 and thus
does not lead to a decay in purity. In our case, the tur-
bulence phase screen was modelled based on Kolmogorov’s
theory and printed on a glass plate with different zones of
average phase fluctuations, as shown in Fig. 1(b). In the path
of photon B, we placed a delay line, consisting of a Dove
prism mounted on a piezo-controlled stage, to adjust the
delay in arrival time of the two photons at the BS in the
HOM filter. Photons exiting the HOM filter were then anal-
ysed using spatial filters encoded on a spatial light modu-
lator (SLM), coupled to single-mode fibres and measured in
coincidence.

Initially, we calibrated the HOM filter by scanning for
the characteristic dip of coincidence counts in HOM interfer-
ence. The aim is to demonstrate the efficacy of the distillation
scheme by performing a quantum state tomography at points
of zero and maximum visibility of the HOM dip; at zero visibil-
ity, the HOM filter is in the “OFF” state (out of the HOM inter-
ference region), while at maximum visibility, it is in the “ON”
state (lowest point in the HOM interference region). Using the
digital holograms encoded on the SLM, we post-selected the `
= 0 subspace (symmetric state) from the SPDC state and show
the quantum interference signal in Fig. 2(a) in the presence and
absence of turbulence. The visibility, V, was computed from
the coincidence counts inside (Cin) and outside the dip (Cout)
as follows:

Vdip =
Cout − Cin

Cout + Cin
. (14)

We obtained, respectively, a visibility of 84.4% and 75.7% for
the dip without and with turbulence. The decay in visibility
that we measured can be attributed to the decay in signal-
to-noise ratio resulting from turbulence-induced intermodal
scattering that reduces the coincidence rates. We will show
further that this does affect the distillation of singlet Bell
states.

We extended the measurement of the HOM interference
trace to the ` = ±1 subspace, where the SPDC state has been
made antisymmetric. This is done by projecting the photon
pair on conjugate OAM states. Due to the anti-bunching effect
after the HOM filter, one would expect a HOM peak rather
than a dip. This is because events with two-photons in one
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FIG. 2. Hong-Ou-Mandel interference signal for (anti)symmetric states. Delaying
one photon with respect to the other leads to (a) a dip and (b) a peak in coincidence
counts for the symmetric (` = 0) and antisymmetric ` = ±1 states, respectively. In
the presence of turbulence, the visibility of the HOM interference decays in both
subspaces, together with the coincidence counts.

output port of the BS are in theory non-existent when the
filter is in the ON state. Indeed we measured, as shown in
Fig. 2(b), HOM peaks without and with turbulence with visi-
bilities of 73.7% and 60.4%, respectively. In this case, the cal-
culation of visibility was done differently and we will argue the
formula we used.

The standard formula in Eq. (14) is adequate for fringes
with an ideal minimum of zero; under this condition, the visi-
bility is equal to unity. This is indeed the case for the HOM dip.
Due to the bunching effect with the HOM filter ON, symmet-
ric states attain, in principle, a minimum of zero coincidence

counts. Therefore the visibility of the dip can be computed
as in Eq. (14). For antisymmetric states, coincidence counts
should, in theory, increase two-fold when the HOM filter is in
the ON state, with no zero minimum. Under Eq. (14), this would
lead to negative visibility values with absolute maximum less
than unity. Rather, we choose to express the visibility of the
HOM peak as follows:

Vpeak =
Cout − (2Cout − Cin)
Cout + (2Cout − Cin)

=
−Cout + Cin

3Cout − Cin
. (15)

This way of computing the visibility effectively inverts the
HOM trace about the minimum (HOM filter OFF), turning
the HOM peak into a HOM dip with zero absolute minimum,
whose visibility can be calculated as in Eq. (14). Assume a
minimum of 1 for the HOM peak signal (Cout = 1). Switching
the HOM filter to the ON state leads to a maximum coinci-
dence signal of 2 (Cin = 2), resulting in a maximum visibility of
Vpeak = 1.

Having established the reference point for the HOM filter
(determination of the dip/peak position), we demonstrated
the effectiveness of the distillation process by performing a
quantum state tomography of the two-photon state with the
HOM filter OFF/ON. Figure 3(a) graphically depicts the joint
projective measurements performed within the ` = ±1 OAM
subspace to realise an over-complete quantum state tomog-
raphy40 with the HOM filter in the OFF state. We selected
6 different locations on the surface of the turbulence plate
to implement our distillation scheme. The choice of location
was solely guided by our need to cover a range of turbu-
lence conditions. With the HOM filter still in the OFF state,
we performed a tomography of the two-photon state at the
six different locations, as shown in Fig. 3(b). As expected, the
measurement outcomes wildly deviate in the presence of tur-
bulence. We then repeated the measurement with the HOM
filter in the ON state. Observe that with respect to the refer-
ence shown in Fig. 3(c), the tomographic measurements at the
previous 6 locations [Fig. 3(d)] are qualitatively similar, indicat-
ing that the HOM filter is indeed distilling maximally entangled
states.

To each of these tomographic measurements, we can
attach a quantitative measure to numerically demonstrate the
efficacy of the HOM filter. Our figure of merit here is the
fidelity, F, of the reconstructed two-photon density matrix
ρ, with respect to the maximally entangled singlet state ρT
=

���Ψ
−
`

〉〈
Ψ−`

���,

F = tr
(√
√
ρTρ
√
ρT

)2
=

〈
Ψ
−
`

���ρ
���Ψ
−
`

〉
. (16)

For each of the reference measurements in Figs. 3(a) and 3(c),
the measured fidelity was in excess of 99%.

When post-selecting the antisymmetric space ` = ±1, we
show that with the HOM filter OFF, the fidelity with respect
to the maximally entangled singlet state decays, as shown in
Fig. 4(a), from 0.90 down to 0.095. However, with the HOM
filter ON, the fidelity remains constant with F > 0.85 and con-
sistently above the results with the filter OFF. We performed
a similar set of measurements with the next antisymmetric
subspace ` = ±3. States within this subspace are more resilient
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FIG. 3. Quantum state tomography of two-photon states with the HOM filter OFF/ON. (a) shows the normalised tomographic measurement performed with the HOM filter
OFF in the absence of turbulence. (b) We introduced the turbulence plate in the path of photon A and show the effect of turbulence on the state tomography measurement
outcomes. We repeated the measurements, this time with the HOM filter ON (c) in the absence of turbulence and (d) for the same locations across the turbulence plate.

to turbulence due to their larger separation in OAM space.23
Using the same locations as before yielded relatively high
fidelities without any significant spread. Therefore we chose
another set of locations across the turbulence phase plate
(TPP) and compared the results with the HOM filter OFF and
ON, as shown in Fig. 4(b). Similar to the previous case, with
the HOM filter OFF, we measured a decay of fidelity from 0.95
down to 0.032. When switching the filter to the ON state, the
fidelity remained consistently high for the various locations,
with F > 0.90.

The distillation scheme we have demonstrated enables
current and future quantum technologies. Turbulence makes

it impractical to employ spatial modes for long distance quan-
tum communication, with the measurement fidelity decay-
ing with increasing turbulence. Our scheme enables one to
recover, with high fidelity, information that would have oth-
erwise been lost. The resilience of our scheme to a range
of turbulence would enable the distribution of photon pairs
over significant distances through turbulence. This could be
envisaged in a network configuration, where photon pairs
are prepared at location A and sent to a remote location B.
Upon arrival at location B, photon pairs in the singlet states
are distilled, before partaking in other quantum processes
that include quantum computation and communication.
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FIG. 4. Distillation of singlet states. With the HOM filter in the OFF state (out-
side the dip), the fidelity of the measured state with respect to the singlet Bell
state decays with increasing perturbations of the turbulence phase plate. Switch-
ing the filter to the ON state results in the distillation of states with high-fidelity with
respect to the singlet Bell state. This is shown within the (a) ` = ±1 and (b) ` = ±3
subspaces.

Furthermore, high-fidelity entangled states are critical
resources to build a quantum repeater, a fundamental build-
ing block of quantum networks.9 Our distillation scheme can
be readily implemented with current technologies.

IV. CONCLUSION
We have demonstrated an entanglement distillation

scheme based on quantum interference of two entangled

photons. The distillation process is realised by using a
Hong-Ou-Mandel filter that causes symmetric and antisym-
metric Bell states to respectively bunch and anti-bunch upon
exiting the filter through a 50:50 beam-splitter. By condition-
ing the detection system on coincidence between the out-
put ports of the HOM filter, we have shown theoretically
and experimentally the distillation of antisymmetric singlet
states. The entanglement concentration process was tested
for a coherent superposition of symmetric and antisymmetric
states, produced by perturbing a singlet state with a one-sided
weak turbulent channel. We have illustrated our distillation
scheme by filtering OAM singlets carrying ` = ±~ and ` = ±3~
quanta of OAM from an ensemble of non-maximally entan-
gled pure states. When compared to a singlet Bell state, we
have experimentally demonstrated the distillation of states
with average fidelity higher than 90% from an ensemble with
average fidelity as low as 3%. The states distilled can reliably
be used further in other quantum processes.
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One-Shot Manipulation of Entanglement
for Quantum Channels

Ho-Joon Kim , Soojoon Lee , Ludovico Lami , and Martin B. Plenio

Abstract— We show that the dynamic resource theory of
quantum entanglement can be formulated using the superchannel
theory. In this formulation, we identify the separable channels
and the class of free superchannels that preserve channel separa-
bility as free resources, and choose the swap channels as dynamic
entanglement golden units. Our first result is that the one-shot
dynamic entanglement cost of a bipartite quantum channel under
the free superchannels is bounded by the standard log-robustness
of channels. The one-shot distillable dynamic entanglement of a
bipartite quantum channel under the free superchannels is found
to be bounded by a resource monotone that we construct from the
hypothesis-testing relative entropy of channels with minimization
over separable channels. We also address the one-shot catalytic
dynamic entanglement cost of a bipartite quantum channel under
a larger class of free superchannels that could generate the
dynamic entanglement which is asymptotically negligible; it is
bounded by the generalized log-robustness of channels.

Index Terms— Quantum entanglement, quantum channel,
quantum information theory, quantum resource theory, dynamic
resource theory.

I. INTRODUCTION

THE emergence of the modern development of quantum
information science is tightly linked to a fundamental

change of paradigm that characterizes our appreciation of
fundamental traits of quantum mechanics. Rather than viewing
these merely as counter-intuitive departures from our classical
world view, in recent years we have come to recognize
fundamental quantum features as resources that enable us
to solve technological and information theoretic tasks more
efficiently than classical physics would allow. The desire to
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investigate systematically which aspects of quantum mechan-
ics are responsible for potential operational advantages has
led to the development of quantum resource theories [1]. The
most basic concept that gives rise to the structure of resource
theories is the concept of constraints that are imposed on our
ability to operate beyond those that are already enforced by the
laws of quantum mechanics. From this emerges by an elegant
inevitability the concept of free states and operations. These
are those that can be prepared and executed without violation
of the constraints. These two main ingredients allow for the
formulation of a rigorous theoretical framework in which to
analyze resources quantitatively. Perhaps the most fundamental
examples are represented by the theory of quantum coherence,
which marks the delineation between classical and quantum
physics already at the level of individual particles [2]–[4], and,
historically having emerged first, the theory of entanglement,
which explores the value of quantum correlations as opposed
to classical correlations [5], [6]. These were followed by a host
of resource theories including that of superposition [7], [8],
of reference frames [9], of Gaussianity [10], of quantum opti-
cal non-classicality [11]–[13], of indistinguishable particles
[14]–[16], and of thermodynamics [17]–[19].

Initially, the focus of attention in entanglement theory was
placed squarely on the entanglement content of quantum states,
i.e. (i) which states contain entanglement [20], [21], (ii) how
the entanglement of states can be transformed under local
operations and classical communication [22]–[25], (iii) how
entanglement can be verified quantitatively [26]–[29], and
(iv) how useful entanglement is in operational tasks, e.g. to
enable the realisation of arbitrary non-local quantum opera-
tions when only local operations and classical communication
is available. For example, maximally entangled states may
be employed to achieve general non-local quantum gates
between spatially separated parties using only local quantum
operations and classical communication [30], [31]. This exam-
ple is characteristic of the early approaches to entanglement
theory in particular and resource theories in general. While
task (ii) concerns state-to-state transformations, task (iv) is of
a somewhat different nature, as it connects static resources
(states) with dynamic ones (quantum operations).

In fact, quantum states may be considered as special cases
of quantum channels, and these subsume also quantum mea-
surements and quantum dynamics [32]–[34]. To make this
concrete, consider that quantum states and measurements can
be thought of as quantum channels with trivial input and
classical output, respectively.
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While such approach is legitimate based on the fact that
any quantum channel can be simulated with free operations
and entangled states, the quantum community is now aiming
to encompass all aspects in a unified manner, by studying the
properties of quantum channels with modern tools of quantum
resource theories. First steps in this direction have been taken
with the extension of the entropy function from quantum states
to quantum channels, and with the identification of its opera-
tional meaning in the context of channel merging [33]. Related
to this, the resource theory of coherence for quantum channels
has been investigated [34]–[37], too. Although notions such
as that of relative entropy of entanglement of a quantum
channel had been previously utilized in the study of quantum
communication [38], this renewed interest in channel resource
theories prompted a systematic study of dynamical properties
of entanglement [39], resulting in sophisticated theories of
dynamic entanglement developed for free resources such as
LOCC channels [40], [41] and PPT channels [40]–[44].

In spite of the unifying philosophy underpinning the
resource theoretic approach, its extension from the world
of states to that of channels is not a trivial task. On the
contrary, it presents several challenges that have to do with
the fundamentally different nature of the two classes of objects
being considered [45]. And yet, the prize of the two under-
takings is similar, consisting in the quantitative understanding
of numerous operational tasks that are likely to play a prime
role in the future of quantum technologies [34]–[36].

In this paper, we will use as basic building blocks spe-
cific maximally resourceful operations that play the role that
maximally entangled state played in the entanglement theory
of states and explore how free superoperations allow us to
simulate general quantum channels. As the basic element is
itself an operation rather than a state, the nature of the problem
justifies the name of dynamic entanglement theory. As a note
of caution though, this should not be equated with a theory in
which one indeed considers continuous time evolution based
on some generators. More specifically, we consider the prob-
lem of quantum channel manipulation in the one-shot setting,
when the allowed set of free superchannels is maximal, in the
sense that it comprises all transformations that map separable
channels to separable channels. We choose the K-swap chan-
nels as dynamic entanglement resources, which play the role
of K-maximally entangled states ΦK

A0B0
in the entanglement

theory of quantum states. The dynamic entanglement resource
is intimately related to the static entanglement resource of
quantum states in the sense that the former can generate the
maximum static resource under LOCC as well as it requires
the maximum static resource to simulate them under LOCC,
so it bridges the dynamic entanglement to the maximum static
entanglement. In order to treat the dynamic entanglement
resource required for conversions between quantum channels,
we define the separability-preserving superchannels and use
them as the free superchannels. The dynamic entanglement
resource of a bipartite quantum channel is investigated in oper-
ational ways. To evaluate the one-shot dynamic entanglement
cost of a bipartite quantum channel, we ask which amount of
dynamic entanglement resource is necessary to simulate the
channel by means of free superchannels. To evaluate the one-

shot distillable dynamic entanglement of the channel, instead,
we determine how much dynamic entanglement resource can
be obtained by using only free superchannels. We further
push the notion of dynamic entanglement cost to its limits,
by considering a two-fold variation on the theme: on the one
hand, we allow for catalysts, while on the other we define
and use a larger set of free superchannels that might generate
a small amount of dynamic entanglement. We refer to the
resulting modified notion as the one-shot catalytic dynamic
entanglement cost of the channel. Finally, in order to get
some insight into the asymptotic scenario, we adopt the liberal
smoothing to define liberal dynamic entanglement cost and
show that it is given by the liberal regularized relative entropy
of channels with respect to the free channels.

II. DYNAMIC ENTANGLEMENT RESOURCE

We use indexed capital letters such as A0, B1, etc. to denote
physical systems, and juxtapose them to indicate physical
composites. B(HA0) denotes the space of bounded operators
acting on a finite dimensional Hilbert space HA0 . The set
of linear maps from B(HA0) to B(HA1) will be denoted
with L(A) ≡ L(A0 → A1); quantum channels, that is,
completely positive trace-preserving linear maps in L(A),
will be collectively denoted with CPTP(A) ≡ CPTP(A0 →
A1). We use calligraphic letters for quantum channels and
abbreviations such as EA ≡ EA0→A1 . As an exception, we omit
indices if we take the trace map over all the input spaces such
as Tr (XA0B0). When a quantum channel applies to a part
of a composite system, the identity channel is implicit as in
EA(ψA0B0) = EA ⊗ idB0(ψA0B0). We also omit indices for
matrices for readability when there’s little chance of confusion.
As a distance between two quantum channels, we use the met-
ric induced by the diamond norm denoted as ‖·‖� [46], [47].
L(A → A′) denotes the set of linear supermaps from L(A)
to L(A′). A Greek letter ΘA→B is used to denote supermaps,
whose action is expressed as ΘA→B[EA]. We write ΨA0 for
the density matrix of the pure state |Ψ〉A0 , and call S(A0)
and D(A0) the sets of pure and mixed states of system A0,
respectively. The set of separable states on A0B0 is indicated
with SepD(A0 : B0), while SepC(A : B) stands for the set of
separable channels from A0B0 to A1B1.

A K-swap channel FK
AB consists in the application of

the K-swap gate FK
AB =

∑K−1
i,j=0|ij〉〈ji|A0B0→A1B1 ; it is a

typical example of a separability-preserving channel1 that is
not actually separable as a map [49]. We use the K-swap
channel FK

AB as the “golden unit” of resource in the theory of
dynamical entanglement [50]; its role is entirely analogous
to that of the K-maximally entangled state |ΦK〉A0B0 =

1√
K

∑K−1
i=0 |ii〉A0B0 in the static entanglement theory. Indeed,

consider that a K-swap channel can generate a pair of
K-maximally entangled states between Alice and Bob under
LOCC (Fig. 1), while they also need at least two K-maximally
entangled states to simulate a K-swap gate with LOCC.
Therefore, the golden units for the static and the dynamic
entanglement can be regarded equivalent within LOCC.

1Also called non-entangling map [48].
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Fig. 1. Two K-maximally entangled states generated by the K-swap channel
from locally prepared K-maximally entangled states.

Fig. 2. Structure of a superchannel ΘA→B acting on a quantum channel
EA.

A superchannel is a linear supermap that sends a quantum
channel to another quantum channel [51], [52]. A superchan-
nel can be decomposed into pre- and post-channel with an
additional memory system as in Fig. 2. Taking the separable
channels as the free channels, we define the largest set of
superchannels that does not generate any dynamic entangle-
ment resource:

Definition II.1: A superchannel ΘAB→A′B′ is called a
separability-preserving superchannel (SEPPSC) if

ΘAB→A′B′ [MAB] ∈ SepC(A′ :B′) (1)

for all MAB ∈ SepC(A : B). The set of all separability-
preserving superchannels from L(AB) to L(A′B′) is denoted
as SEPPSC(A :B → A′ :B′).

As dynamic entanglement monotones, we use the stan-
dard and the generalized robustness of channels. Since
having been introduced for states [53]–[55], these mea-
sures have found widespread applications to the quantita-
tive analysis of operational tasks, most notably subchannel
discrimination [56]–[58]. The standard robustness of a bipar-
tite quantum channel with respect to the separable channels is
defined as

Rs(NAB) := min

{
s ≥ 0 : MAB ∈ SepC(A :B),

NAB + sMAB

1 + s
∈ SepC(A :B)

}
, (2)

while the generalized robustness of a bipartite quantum chan-
nel with respect to the separable channels is defined as

R(NAB) := min

{
s ≥ 0 : MAB ∈ CPTP(AB),

NAB + sMAB

1 + s
∈ SepC(A :B)

}
. (3)

The standard log-robustness and the generalized log-
robustness of channels with respect to the separable channels
are given by

LRs(NAB) := log {1 +Rs(NAB)} , (4)

LR(NAB) := log {1 +R(NAB)} , (5)

respectively, where the logarithm uses base 2. The latter can
be expressed as

LR(NAB) = min
MAB∈SepC(A:B)

Dmax(NAB‖MAB), (6)

where the max-relative entropy between quantum channels is
defined as

Dmax(NAB‖MAB) := min {λ : NAB ≤ λMAB} . (7)

For ε ≥ 0, the smooth versions of the above quantities are
defined as

LRε
s(NAB) = min

N ′
AB≈εNAB

LRs(N ′
AB), (8)

LRε(NAB) = min
N ′

AB≈εNAB

LR(N ′
AB), (9)

where N ′
AB ≈ε NAB is a shorthand for 1

2 ‖N ′
AB −NAB‖� ≤

ε. Both robustnesses are monotonically nonincreasing under
the free superchannels:

Lemma II.1: For ΘAB→A′B′ ∈ SEPPSC(A :B → A′ :B′),
it holds that

Rs(ΘAB→A′B′ [NAB ]) ≤ Rs(NAB), (10)

R(ΘAB→A′B′ [NAB ]) ≤ R(NAB). (11)

Proof: For r = Rs(NAB), there exist separable channels
MAB and LAB satisfying that

NAB + rMAB = (1 + r)LAB . (12)

For ΘAB→A′B′ ∈ SEPPSC(A :B → A′ :B′), we have that

ΘAB→A′B′ [NAB ] + rΘAB→A′B′ [MAB]
= (1 + r)ΘAB→A′B′ [LAB], (13)

where ΘAB→A′B′ [MAB] and ΘAB→A′B′ [LAB] are separable
channels. Hence, it follows that Rs(ΘAB→A′B′ [NAB ]) ≤
Rs(NAB). The analogous inequality for the generalized
robustness follows along the same lines.

In order to calculate the above quantities for the dynamic
entanglement resource, i.e., the K-swap channel, we review
previous results on the robustness of bipartite channels, and
especially of unitary bipartite channels:

Theorem II.2 [49, Theorem 5]: Let UA0B0 be a uni-
tary bipartite operator whose operator Schmidt decomposition
reads

UA0B0 =
∑

j

ujAj ⊗Bj , (14)

where AjA
†
j = IA

|A| , BjB
†
j = IB

|B| , and TrA†
jAk = TrB†

jBk =
δjk. Then its robustness is given by

Rs(UAB) = R(UAB) =

(∑
j uj

)2

|A| |B| − 1. (15)

The swap operator FK
AB acting on K-dimensional subsys-

tems can be written as

FK
AB =

K2∑
i=1

Gi ⊗G†
i (16)
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Fig. 3. The one-shot dynamic entanglement cost of a bipartite quantum channel NAB under a free superchannel ΘA′B′→AB .

for any orthonormal operator basis {Gi}K2

i=1 such that
TrG†

iGj = δij [60]. Using an orthonormal unitary basis, e.g.,
the discrete Weyl basis,2 the operator Schmidt decomposition
of the swap gate is given by

FK
AB =

K2∑
i=1

Ui√
K

⊗ U †
i√
K
. (17)

Hence, the robustness of the K-swap channel is given as
follows:

Rs(FK
AB) = R(FK

AB) = K2 − 1. (18)

The following well-known fact concerning separability of the
isotropic states will be used afterwards:

Theorem II.3 [61]: The isotropic state

pΦK
A0B0

+ (1 − p)
IA0B0 − ΦK

A0B0

K2 − 1
(0 ≤ p ≤ 1) (19)

is separable if and only if p ≤ 1
K

.

III. ONE-SHOT DYNAMIC ENTANGLEMENT COST OF A

BIPARTITE QUANTUM CHANNEL

The first operational task we investigate consists in sim-
ulating a single instance of a known channel NAB using a
K-swap channel — with K as small as possible — together
with free superchannels, as depicted in Fig. 3. One might call
this task dynamic entanglement dilution, in analogy to the
entanglement dilution task for quantum states. We can thus
give the following formal definition.

Definition III.1: Given ε ≥ 0, the one-shot dynamic
entanglement cost of a bipartite quantum channel NAB under
SEPPSC is defined as follows:

E
(1),ε
C,SEPPSC(NAB) := min

{
logK2 : K ∈ N0,

1
2

∥∥ΘA′B′→AB[FK
A′B′ ] −NAB

∥∥
� ≤ ε,

ΘA′B′→AB ∈ SEPPSC(A′ :B′ → A :B)

}
. (20)

We now present our first main result. It is a two-fold bound
that connects the one-shot dynamic entanglement cost with the
smooth standard log-robustness, thus, providing an operational
meaning of the latter quantity.

2The discrete Weyl basis is composed by the d2 unitary operators Ukl =�d−1
s=0 e

2πi
d

sl|k + s〉〈s|, where k, l = 0, 1, . . . , d − 1.

Theorem III.1: Given ε ≥ 0, the one-shot dynamic entangle-
ment cost of a bipartite quantum channel NAB under SEPPSC
is bounded as

LRε
s(NAB) ≤ E

(1),ε
C,SEPPSC(NAB) ≤ LRε

s(NAB) + 2. (21)

Proof: We break down the argument into separate proofs
of the two bounds.

(i) For the lower bound, let

ΘA′B′→AB ∈ SEPPSC(A′ :B′ → A :B) (22)

be a superchannel that achieves E(1),ε
C,SEPPSC(NAB) with

FK
AB , that is, ΘA′B′→AB[FK

A′B′ ] ≈ε NAB . Then we
have that

LRε
s(NAB) ≤ LRs

(
ΘA′B′→AB [FK

A′B′ ]
)

≤ LRs(FK
A′B′)

= E
(1),ε
C,SEPPSC(NAB). (23)

(ii) For the upper bound, let N ε
AB be a channel such that

LRε
s(NAB) = LRs(N ε

AB) = log(1 + r), (24)

where r = Rs(N ε
AB). There exists a separable channel

MAB such that

N ε
AB + rMAB

1 + r
∈ SepC(A :B). (25)

Let JEAB

A0B0 �A1 �B1
:= idAB ⊗ E

�A �B

(
ΦK

A0 �A0
⊗ ΦK

B0 �B0

)
be

the (normalized) Choi matrix for a quantum channel

EAB , where |ΦK〉A0B0 = 1√
K

∑K−1
i=0 |ii〉A0B0 is the

maximally entangled state. Setting K = √1 + r�,
we construct a SEPPSC ΘA′B′→AB that simulates N ε

AB ,
that is, ΘA′B′→AB [FK

A′B′ ] = N ε
AB as follows:

ΘA′B′→AB[EA′B′ ] = Tr
(
JFK

A′B′JEA′B′
)
N ε

AB

+ Tr
{(
I − JFK

A′B′
)
JEA′B′

}
MAB. (26)

While ΘA′B′→AB[FK
A′B′ ] = N ε

AB is apparent from the
trace terms, we show that ΘA′B′→AB is a SEPPSC. Note
that the Choi matrix of a separable channel EA′B′ is a

separable state and J
FK

A′B′
A0B0 �A1 �B1

= ΦK
A0 �B1

⊗ΦK
�A1B0

, which
leads to

Tr
(
JFK

A′B′JEA′B′
)
≤ 1
K2

(27)
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Fig. 4. The one-shot distillable dynamic entanglement of a bipartite quantum channel NAB under a free superchannel ΘAB→A′B′ .

for any EA′B′ ∈ SepC(A′ : B′).3 Therefore, when
EA′B′ ∈ SepC(A′ :B′), we have that

ΘA′B′→AB[EA′B′ ]

= Tr
(
JFK

A′B′JEA′B′
)
N ε

AB

+ Tr
{(
I − JFK

A′B′
)
JEA′B′

}
MAB

= q′N ε
AB + (1 − q′)MAB

= q

(N ε
AB + rMAB

1 + r

)
+ (1 − q)MAB

∈ SepC(A :B), (28)

where q = q′(1 + r) ≤ 1 due to q′ ≤ 1
K2 = 1

�√1+r	2 .
We conclude that

E
(1),ε
C,SEPPSC(NAB) ≤ logK2

= 2 log√1 + r�
≤ 2 log(2

√
1 + r)

= log(1 + r) + 2
≤ LRε

s(NAB) + 2, (29)

where in the third line we observed that x� ≤ 2x for
all x ≥ 1. This concludes the proof.

IV. ONE-SHOT DISTILLABLE DYNAMIC ENTANGLEMENT

OF A BIPARTITE QUANTUM CHANNEL

The converse task to dynamic entanglement dilution is
dynamic entanglement distillation. In our setting, this can be
thought of as the task of simulating a K-swap channel —
with K as large as possible — using a noisy channel as
a dynamic entanglement resource together with free super-
channels. We give a pictorial representation of the process
in Fig. 4. We can capture this notion through the following
formal definition.

Definition IV.1: Given ε ≥ 0, the one-shot distillable
dynamic entanglement of a bipartite quantum channel NAB

under SEPPSC is defined as

E
(1),ε
D,SEPPSC(NAB) := max

{
logK2 : K ∈ N0,

1
2

∥∥ΘAB→A′B′ [NAB] −FK
A′B′

∥∥
� ≤ ε,

ΘAB→A′B′ ∈ SEPPSC(A :B → A′ :B′)

}
. (30)

3This follows directly from a well-known result that is reported in the
Appendix as Proposition A.2.

We propose to bound the above operational quantity with
a measure that is inspired by the one-shot distillable entan-
glement of a quantum state [62]. It is obtained from the
hypothesis-testing relative entropy of channels by means of
an additional minimization over the set of separable channels
[63], [64]:

Definition IV.2: Given ε ≥ 0, we define the hypothesis-
testing relative entropy of dynamic entanglement of a bipartite
quantum channel NAB by

Eε
H(NAB) := max

Ψ
max
Q∈S

min
MAB∈SepC(A:B)

{− log Tr (QA1B1R0 · MAB(ΨA0B0R0))} , (31)

where QA1B1R0 is optimized over the set S given by

S =
{
QA1B1R0 : 0 ≤ QA1B1R0 ≤ IA1B1R0 ,

Tr {QA1B1R0 · NAB(ΨA0B0R0)} ≥ 1 − ε
}
. (32)

We remark that the above quantity is monotonic in ε
from the definition, implying in particular that Eε

H(NAB) ≥
E

ε/2
H (NAB). Moreover, the hypothesis-testing relative entropy

of dynamic entanglement does not increase under SEPPSC:

Proposition IV.1: For a bipartite quantum channel NAB ,
and ε ≥ 0, it holds that

Eε
H(ΘAB→A′B′ [NAB]) ≤ Eε

H(NAB) (33)

for all ΘAB→A′B′ ∈ SEPPSC(A :B → A′ :B′).
Proof: Let Ψ∗

A′
0B′

0R0
and Q∗

A′
1B′

1R0
be optimal arguments

of Eε
H(ΘAB→A′B′ [NAB]), so that

Eε
H(ΘAB→A′B′ [NAB]) = min

MA′B′∈SepC(A′:B′){
− logTrQ∗

A′
1B′

1R0
·MA′B′

(
Ψ∗

A′
0B′

0R0

)}
, (34)

where 0 ≤ Q∗
A′

1B′
1R0

≤ IA′
1B′

1R0 and

Tr
{
Q∗

A′
1B′

1R0
· ΘAB→A′B′ [NAB]

(
Ψ∗

A′
0B′

0R0

)}
≥ 1 − ε. (35)

Then using the structure of the superchannel
ΘAB→A′B′ [EAB] = UA1B1E0→A′

1B′
1
◦ EAB ◦WA′

0B′
0→A0B0E0

with isometries U†
A′

1B′
1→A1B1E0

and WA′
0B′

0→A0B0E0 ,
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we observe that

Eε
H(ΘAB→A′B′ [NAB ])

= min
MA′B′∈SepC(A′:B′)

{
− log TrQ∗

A′
1B′

1R0
·

MA′B′
(
Ψ∗

A′
0B′

0R0

)}
≤ min

�MAB∈SepC(A:B)

{
− logTrQ∗

A′
1B′

1R0
·

ΘAB→A′B′
[
M̃AB

] (
Ψ∗

A′
0B′

0R0

)}
= min

�MAB∈SepC(A:B)

[
− logTr

{
U†

A′
1B′

1→A1B1E0

(
Q∗

A′
1B′

1R0

)
·

M̃AB

(
WA′

0B′
0→A0B0E0

(
Ψ∗

A′
0B′

0R0

))}]
= min

�MAB∈SepC(A:B)

{
− logTr Q̃∗

A1B1E0R0
·

M̃AB

(
Ψ̃∗

A0B0E0R0

)}
≤ max

Ψ
max
Q∈S

min
�MAB∈SepC(A:B){

− log Tr
(
QA1B1E0R0 · M̃AB (ΨA0B0E0R0)

)}
= Eε

H(NAB), (36)

where the set S is given by

S =
{
QA1B1E0R0 : 0 ≤ QA1B1E0R0 ≤ IA1B1E0R0 ,

Tr {QA1B1E0R0 · NAB(ΨA0B0E0R0)} ≥ 1 − ε
}
, (37)

while Q̃∗
A1B1E0R0

= U†
A′

1B′
1→A1B1E0

(Q∗
A′

1B′
1R0

) and

Ψ̃∗
A0B0E0R0

= WA′
0B′

0→A0B0E0(Ψ
∗
A′

0B′
0R0

). The last inequal-

ity holds since 0 ≤ Q̃∗
A1B1E0R0

≤ IA1B1E0R0 and

Tr
{
Q̃∗

A1B1E0R0
· NAB

(
Ψ̃∗

A0B0E0R0

)}
≥ 1 − ε. (38)

This completes the proof.
Our second main result connects the two notions identified

in Definitions IV.1 and IV.2.
Theorem IV.2: Given ε ≥ 0 and a bipartite quantum channel

NAB , if �Eε
H(NAB)� is even, the one-shot distillable dynamic

entanglement from a bipartite quantum channel NAB under
SEPPSC is bounded as

�Eε
H(NAB)� ≤ E

(1),ε
D,SEPPSC(NAB) ≤ E2ε

H (NAB). (39)

If �Eε
H(NAB)� is odd, then we have instead that

Eε
H(NAB) − 1 ≤ E

(1),ε
D,SEPPSC(NAB) ≤ E2ε

H (NAB). (40)

Proof: We break down the argument into separate proofs
of the two inequalities.

(i) For the upper bound, let ΘAB→A′B′ be an optimal
SEPPSC such that ΘAB→A′B′ [NAB] ≈ε FK

A′B′ with
E

(1),ε
D,SEPPSC(NAB) = logK2. From the above two

propositions we have that

E2ε
H (NAB)
≥ E2ε

H (ΘAB→A′B′ [NAB ])
= max

Ψ
max
Q∈S

min
MA′B′∈SepC(A′:B′)[− logTr
{
QA′

1B′
1R0 ·MA′B′

(
ΨA′

0B′
0R0

)}
≥ min

MA′B′∈SepC(A′:B′){
− log TrFK

A′B′

(
ΦK

A′
0
�A′
0
⊗ ΦK

B′
0
�B′
0

)
·

MA′B′
(
ΦK

A′
0
�A′
0
⊗ ΦK

B′
0
�B′
0

)}
= logK2

= E
(1),ε
D,SEPPSC(NAB), (41)

where the set S is given by

S =
{
QA′

1B′
1R0 : 0 ≤ QA′

1B′
1R0 ≤ IA′

1B′
1R0 ,

Tr
{
QA′

1B′
1R0 · ΘAB→A′B′ [NAB ]

(
ΨA′

0B′
0R0

)}
≥ 1 − 2ε

}
; (42)

the second inequality has been derived by making the
ansatz ΨA′

0B′
0R0 = ΦK

A′
0
�A′
0
⊗ ΦK

B′
0
�B′
0
, and the fourth line

follows from Proposition A.2. That this is a valid choice
is confirmed by the fact that

1
2

∥∥ΘAB→A′B′ [NAB](ΨA′
0B′

0R0)−FK
A′B′(ΨA′

0B′
0R0)

∥∥
1

≤ 1
2

∥∥ΘAB→A′B′ [NAB ] −FK
A′B′

∥∥
� ≤ ε (43)

for any (pure) state ΨA′
0B′

0R0 , in turn implying that4

F
(
ΘAB→A′B′ [NAB](ΨA′

0B′
0R0),FK

A′B′(ΨA′
0B′

0R0)
)

≥
(

1 − 1
2

∥∥ΘAB→A′B′ [NAB](ΨA′
0B′

0R0)

−FK
A′B′(ΨA′

0B′
0R0)

∥∥
1

)2

≥ (1 − ε)2

≥ 1 − 2ε. (44)

(ii) For the lower bound, let Ψ∗
A0B0R0

and Q∗
A1B1R0

be
optimal arguments of Eε

H(NAB), which satisfy that

2−Eε
H(NAB) = max

MAB∈SepC(A:B)

{
Tr
(
Q∗

A1B1R0
·

MAB

(
Ψ∗

A0B0R0

))}
. (45)

Setting K = 2
1
2 �Eε

H(NAB)� for �Eε
H(NAB)� even, and

K = 2� 1
2Eε

H (NAB)� otherwise, we can construct a
SEPPSC ΘAB→A′B′ as follows:

ΘAB→A′B′ [EAB] :=

Tr
{
Q∗

A1B1R0
EAB(Ψ∗

A0B0R0
)
}FK

A′B′

+ Tr
{(
IA1B1R0 −Q∗

A1B1R0

) EAB(Ψ∗
A0B0R0

)
}GK

A′B′ ,

(46)

4Here we are making use of the Fuchs–van de Graaf inequalities [65].

They establish the relations 1−�F (ρ, σ) ≤ 1

2
‖ρ − σ‖1 ≤�1 − F (ρ, σ)

between trace distance and quantum fidelity.
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where GK
A′B′ is the quantum channel corresponding to

the following (normalized) Choi matrix:

JGK
A′B′ =

I − JFK
A′B′

K4 − 1

=
I − ΦK

A′
0
�B′
1
⊗ ΦK

�A′
1B′

0

K4 − 1
∈ SepD(A′

0Ã
′
1 : B′

0B̃
′
1), (47)

which implies that GK
A′B′ ∈ SepC(A′ :B′). For MAB ∈

SepC(A :B), we observe that

ΘAB→A′B′ [MAB]
:= Tr

{
Q∗

A1B1R0
MAB(Ψ∗

A0B0R0
)
}FK

A′B′+

Tr
{(
IA1B1R0 −Q∗

A1B1R0

)MAB(Ψ∗
A0B0R0

)
}GK

A′B′

= qFK
A′B′ + (1 − q)GK

A′B′

∈ SepC(A′ :B′) (48)

because of q = Tr
{
Q∗

A1B1R0
MAB(Ψ∗

A0B0R0
)
} ≤ 1

K2

and Theorem II.3 regarding the Choi matrix. Denoting

q∗ = Tr
{
Q∗

A1B1R0
NAB(Ψ∗

A0B0R0
)
} ≥ 1 − ε, (49)

we have that
1
2

∥∥ΘAB→A′B′ [NAB ] −FK
A′B′

∥∥
�

=
1
2

∥∥q∗FK
A′B′ + (1 − q∗)GK

A′B′ −FK
A′B′

∥∥
�

≤ 1
2

∥∥(1 − q∗)FK
A′B′

∥∥
� +

1
2

∥∥(1 − q∗)GK
A′B′

∥∥
�

= 1 − q∗

≤ ε, (50)

where we used that ‖E‖� = 1 for E ∈ CPTP(AB) [66].
Therefore, we conclude that, for �Eε

H(NAB)� even,

E
(1),ε
D,SEPPSC(NAB) ≥ logK2 = �Eε

H(NAB)� . (51)

When �Eε
H(NAB)� is odd, noticing that it holds that⌊

q

p

⌋
≥ q + 1

p
− 1 for integers q, p ∈ N, we obtain that

E
(1),ε
D,SEPPSC(NAB) ≥ logK2 = 2

⌊
1
2
Eε

H(NAB)
⌋

≥ 2
(
Eε

H(NAB) + 1
2

− 1
)

= Eε
H(NAB) − 1. (52)

This concludes the proof.

V. ONE-SHOT CATALYTIC DYNAMIC ENTANGLEMENT

COST OF A BIPARTITE QUANTUM CHANNEL

The third operational task we consider is a variation on
the theme of dynamic entanglement cost. We push this notion
further by introducing two tweaks: (i) we allow an additional
dynamic entanglement resource that could be used as a catalyst
while simulating a bipartite channel, with the stipulation that
the catalyst channel be returned intact after the task; and
(ii) we introduce a class of superchannels that might generate

a small amount of dynamic entanglement when acting on
separable channels.

Definition V.1: For δ ≥ 0, a superchannel ΘAB→A′B′ is
called δ-separability-preserving superchannel (δ-SEPPSC) if

R (ΘAB→A′B′ [MAB]) ≤ δ ∀MAB ∈ SepC(A :B), (53)

where R is the generalized robustness with respect to the
separable channels.

The choice of the generalized robustness to quantify the
maximum amount of entanglement generation allowed in the
above definition may seem rather arbitrary. A compelling rea-
son why this is in fact a reasonable and natural choice comes
from the study of entanglement theory for states. Indeed, it is
known that a condition analogous to (53) leads to a universally
reversible theory of entanglement manipulation [48], [67]. The
role of the generalized robustness in this context is quite
unique, in the sense that using alternative measures — such
as the trace norm distance from the set of separable states —
is known to trivialize the problem [48, Section V]. In light
of this, Definition V.1 identifies a good candidate for a useful
enlargement of the set of free superchannels.

As expected, the generalized log-robustness and its smooth
version might increase under a δ-separability-preserving super-
channel as the following results show:

Proposition V.1: Let ΘAB→A′B′ be a δ-SEPPSC. For any
bipartite quantum channel NAB , the following holds:

LR(ΘAB→A′B′ [NAB]) ≤ LR(NAB) + log(1 + δ). (54)

Proof: Let r ≡ R(NAB) such that

NAB + rEAB = (1 + r)MAB, (55)

where MAB ∈ SepC(A :B). It follows that

ΘAB→A′B′ [NAB ] + rΘAB→A′B′ [EAB]
= (1 + r)ΘAB→A′B′ [MAB]. (56)

Also, we have that

ΘAB→A′B′ [MAB] + r′GA′B′ = (1 + r′)M′
A′B′ , (57)

where r′ ≡ R(ΘAB→A′B′ [MAB]) ≤ δ, and M′
A′B′ ∈

SepC(A′ :B′). From these two equations, it follows that

ΘAB→A′B′ [NAB ] + rΘAB→A′B′ [EAB] + (1 + r)r′GA′B′

= (1 + r)(1 + r′)M′
A′B′ , (58)

which implies that

1 +R(ΘAB→A′B′ [NAB]) ≤ (1 + r)(1 + r′). (59)

Lemma V.2: For ΘAB→A′B′ ∈ δ-SEPPSC(A :B → A′ :B′),
we have that

LRε(ΘAB→A′B′ [NAB]) ≤ LRε(NAB) + log(1 + δ). (60)

Proof: Let N ε
AB be a quantum channel satisfying that

LRε(NAB) = LR(N ε
AB). We have that

LRε(ΘAB→A′B′ [NAB]) ≤ LR(ΘAB→A′B′ [N ε
AB])

≤ LR(N ε
AB) + log(1 + δ)

= LRε(NAB) + log(1 + δ),

concluding the proof.
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Fig. 5. One-shot catalytic dynamic entanglement cost of a bipartite quantum channel NAB under δ-SEPPSC ΘA′B′CD→ABCD , where N ′
AB ≈ε NAB .

With these tools, we give the formal definition of the one-
shot catalytic dynamic entanglement cost of a bipartite channel
as follows:

Definition V.2: Given δ > 0 and ε ≥ 0, the one-shot
catalytic dynamic entanglement cost of a bipartite quantum
channel NAB under δ-SEPPSC is defined as

Ẽ
(1),ε
C,δ-SEPPSC(NAB) := min

{
logK2 : K,L ∈ N0,

ΘA′B′CD→ABCD[FK
A′B′ ⊗FL

CD] = N ′
AB ⊗FL

CD,

ΘA′B′CD→ABCD ∈ δ-SEPPSC(A′C :B′D→AC :BD),
1
2
‖N ′

AB −NAB‖� ≤ ε

}
. (61)

We depict the operational task in Fig. 5. In order to
bound the one-shot catalytic dynamic entanglement cost of a
bipartite channel, the following lemma uses a twisted twirling
superchannel that separates the K-swap channel from the
others.

Lemma V.3: For a bipartite quantum channel NAB and ε ≥
0, there is a quantum channel Mε

ABCD given by

Mε
ABCD = pN ε

AB ⊗FL
CD + (1 − p)LABCD, (62)

where LABCD is a quantum channel, 1
2 ‖N ε

AB −NAB‖� ≤
|A0| |B0|

√
2ε, and p ≥ 1 − 2ε. It also satisfies that

LR(Mε
ABCD) ≤ LRε(NAB ⊗FL

CD). (63)

Proof: Let M̃ε
ABCD be a quantum channel satisfying

LRε(NAB ⊗FL
CD) = LR(M̃ε

ABCD) ≡ l, (64)

which implies the existence of a separable channel ΣABCD ∈
SepC(AC :BD) such that

M̃ε
ABCD ≤ 2lΣABCD. (65)

Since M̃ε
ABCD is ε-close to NAB ⊗ FL

CD by definition,
we expect to have Mε

ABCD by properly pinching it. We try
the following twisted twirling superchannel, which can be
performed via LOCC:

ΩAB[EAB] :=
∫∫

UA1 ⊗ VB1 ◦ EAB ◦ V†
A0

⊗ U†
B0
. (66)

For a quantum channel EAB , the twisted twirling superchannel
turns its (normalized) Choi matrix into a structured form:

JΩAB [EAB ] =
∫∫

VA0 ⊗ UB0 ⊗ U
�A1

⊗ V
�B1

(
JEAB

)
= p0 ΦK

A0 �B1
⊗ ΦK

�A1B0
+ p1 ΦK

A0 �B1
⊗
I − ΦK

�A1B0

K2 − 1

+ p2

I − ΦK
A0 �B1

K2 − 1
⊗ ΦK

�A1B0

+ p3

I − ΦK
A0 �B1

K2 − 1
⊗
I − ΦK

�A1B0

K2 − 1
= p0J

FK
AB + (1 − p0)JQAB .

Note that Tr
(
JFK

ABJQAB

)
= 0. Applying the twisted

twirling superchannel ΩCD on M̃ε
ABCD, we devise Mε

ABCD

by as follows:

Mε
ABCD = ΩCD

[
M̃ε

ABCD

]
= pN ε

AB ⊗FL
CD + (1 − p)LABCD.

We show that Mε
ABCD satisfies the insisted properties. Firstly,

by construction,

Mε
ABCD = ΩCD

[
M̃ε

ABCD

]
≤ 2lΩCD [ΣABCD] . (67)

Since ΩCD can be done by LOCC, we have ΩCD [ΣABCD] ∈
SepC(AC : BD). Therefore, we have

LR(Mε
ABCD) ≤ LRε(NAB ⊗FL

CD). (68)

From the contractivity of the diamond distance under a
superchannel, it follows that

ε ≥ 1
2

∥∥∥M̃ε
ABCD −NAB ⊗FL

CD

∥∥∥
�

≥ 1
2

∥∥∥ΩCD

[
M̃ε

ABCD

]
−NAB ⊗FL

CD

∥∥∥
�
,

where we used ΩCD[FL
CD] = FL

CD. Using Theorem A.4,
we get to

1 − 2ε ≤ F
(
JΩCD [�Mε

ABCD], JNAB⊗FL
CD

)
= F

(
pJN ε

AB⊗FL
CD + (1 − p)JLABCD , JNAB⊗FL

CD

)
= pF

(
JN ε

AB⊗FL
CD , JNAB⊗FL

CD

)
= pF

(
JN ε

AB , JNAB

)
,
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where the second equality follows from the orthogonality
of the Choi matrices. From the above, we read that p ≥
1 − 2ε and F

(
JN ε

AB , JNAB
) ≥ 1 − 2ε due to p ≤ 1 and

F
(
JN ε

AB , JNAB
) ≤ 1. Furthermore, F

(
JN ε

AB , JNAB
) ≥

1−2ε together with Theorem A.3 and the Fuchs-van der Graaf
inequality implies the following:

1
2
‖N ε

AB −NAB‖� ≤ |A0| |B0| 1
2

∥∥∥JN ε
AB − JNAB

∥∥∥
1

≤ |A0| |B0|
√

1 − F
(
JN ε

AB , JNAB
)

≤ |A0| |B0|
√

2ε.

This completes the proof.
We bound the one-shot catalytic dynamic entanglement cost

of a bipartite channel as follows:
Theorem V.4: Given δ > 0, ε ≥ 0, there exists L ∈ N

such that L2 ≥ 1 + 1
δ , and the one-shot catalytic dynamic

entanglement cost for any bipartite quantum channel NAB is
bounded as

LRε(NAB ⊗FL
CD) − logL2 − log(1 + δ)

≤ Ẽ
(1),ε
C,δ-SEPPSC(NAB)

≤ LRε′
(NAB ⊗FL

CD) − logL2 − log(1 − 2ε′) + 2,

where ε′ = ε2/
(
2 |A0|2 |B0|2

)
.

Proof: We break down the argument into separate proofs
of the two bounds.

(i) For the upper bound, let Mε
ABCD be a quantum channel

as in Lemma V.3 satisfying that

LR(Mε′
ABCD) ≤ LRε′

(NAB ⊗FL
CD),

Mε′
ABCD = pN ε

AB ⊗FL
CD + (1 − p)LABCD,

1
2
‖N ε

AB −NAB‖� ≤ ε,

p ≥ 1 − 2ε′,

where ε′ = ε2/
(
2 |A0|2 |B0|2

)
. From the first and

the second equation above, it follows that

Mε′
ABCD = pN ε

AB ⊗FL
CD + (1 − p)LABCD

≤ 2LRε′(NAB⊗FL
CD)ΣABCD,

where ΣABCD ∈ SepC(AC :BD). Since LABCD ≥ 0,
we have that

N ε
AB ⊗FL

CD ≤ 2LRε′(NAB⊗FL
CD)−log pΣABCD

≤ 2LRε′(NAB⊗FL
CD)−log(1−2ε′)ΣABCD,

which leads to the existence of a quantum channel
RABCD such that

N ε
AB ⊗FL

CD + (r − 1)RABCD

r
∈ SepC(AC :BD),

(69)

where we denote r = 2LRε′(NAB⊗FL
CD)−log(1−2ε′). With

the insight gained above, we construct a superchannel

ΘA′B′CD→ABCD ∈ δ-SEPPSC(A′C : B′D → AC :
BD) as follows:

ΘA′B′CD→ABCD[EA′B′CD]

:= Tr
(
JFK

A′B′⊗FL
CDJEA′B′CD

)
N ε

AB ⊗FL
CD

+ Tr
{(
I − JFK

A′B′⊗FL
CD

)
JEA′B′CD

}
RABCD,

(70)

where we use the (normalized) Choi matrix and the
identity matrix omitting some of the indices for brevity.
It is obvious that

ΘA′B′CD→ABCD[FK
A′B′ ⊗FL

CD] = N ε
AB ⊗FL

CD (71)

from the construction. We now show that
ΘA′B′CD→ABCD ∈ δ-SEPPSC(A′C : B′D → AC :
BD). For EA′B′CD ∈ SepC(A′C :B′D), we have that

ΘA′B′CD→ABCD[EA′B′CD]

= Tr
(
JFK

A′B′⊗FL
CDJEA′B′CD

)
N ε

AB ⊗FL
CD

+ Tr
{(
I − JFK

A′B′⊗FL
CD

)
JEA′B′CD

}
RABCD

= q
N ε

AB ⊗FL
CD + (r − 1)RABCD

r
+ (1 − q)RABCD,

(72)

where q = rTr
(
JFK

A′B′⊗FL
CDJEA′B′CD

)
≤ r

K2L2 due

to Proposition A.2. Setting K =
⌈√

r
L

⌉
, it is assured that

q ≤ 1. Therefore, from the convexity of the robustness,
it follows that

R (ΘA′B′CD→ABCD[EA′B′CD])

≤ q R

(N ε
AB ⊗FL

CD + (r − 1)RABCD

r

)
+ (1 − q)R (RABCD)

≤ R (RABCD) . (73)

Furthermore, we have that

R (RABCD) ≤ 1
R
(N ε

AB ⊗FL
CD

)
≤ 1
R
(FL

CD

)
=

1
L2 − 1

, (74)

where the first inequality follows from equation
(69), and the second inequality follows from the
monotonicity of the robustness under SEPPSC,5 that is,
R
(N ε

AB ⊗FL
CD

) ≥ R
(FL

CD

)
. Thus, if R (RABCD) ≤

1
L2−1 ≤ δ, or L2 ≥ 1 + 1

δ , then for EA′B′CD ∈
SepC(A′C :B′D), we have that

R (ΘA′B′CD→ABCD[EA′B′CD]) ≤ R (RABCD) ≤ δ.

(75)

5One can feed any product state ρA ⊗ ρB into the quantum channel and
subsequently trace away some subsystems at the output.
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So we have that ΘA′B′CD→ABCD ∈ δ-SEPPSC(A′C :
B′D → AC :BD) by setting K as

K =
⌈√

r

L

⌉
=

⌈√
2LRε′(NAB⊗FL

CD)−log(1−2ε′)

L

⌉
,

(76)

where L ∈ N is chosen to satisfy that L2 ≥ 1 + 1
δ .

Finally, we conclude that

Ẽ
(1),ε
C,δ-SEPPSC(NAB)

≤ logK2

≤ LRε′ (NAB ⊗FL
CD

)− logL2 − log(1 − 2ε′) + 2,
(77)

where ε′ = ε2/
(
2 |A0|2 |B0|2

)
.

(ii) For the lower bound, let Ẽ(1),ε
C,δ-SEPPSC(NAB) = logK2

for which a catalyst FL0
CD is used as follows:

ΘA′B′CD→ABCD[FK
A′B′ ⊗FL0

CD] = N ′
AB ⊗FL0

CD,

(78)

N ′
AB ≈ε NAB, (79)

where ΘA′B′CD→ABCD ∈ δ-SEPPSC(A′C : B′D →
AC :BD). It follows that

LRε
(
NAB ⊗FL0

CD

)
≤ LR

(
N ′

AB ⊗FL0
CD

)
= LR

(
ΘA′B′CD→ABCD[FK

A′B′ ⊗FL0
CD]

)
≤ LR

(
FK

A′B′ ⊗FL0
CD

)
+ log(1 + δ)

= logK2 + logL2
0 + log(1 + δ). (80)

Moreover, we can choose a universal lower bound L̃0

that satisfies the following:

LRε(NAB ⊗F �L0
CD) − log L̃2

0 − log(1 + δ)

≤ Ẽ
(1),ε
C,δ-SEPPSC(NAB) ∀NAB ∈ CPTP(AB). (81)

Finally, regarding (i) and (ii), we can choose L =

max
{
L̃0,

⌈√
1 + 1

δ

⌉}
which provides both the upper and the

lower bound on Ẽ(1),ε
C,δ-SEPPSC(NAB) for any bipartite quantum

channel NAB). This completes the proof.

VI. CONCLUSION

We found that entanglement of quantum channels can be
naturally understood adopting the superchannel framework.
Taking the separable channels as our free resource, we defined
the separability-preserving superchannels as the resource non-
generating superchannels. TheK-swap channel FK

AB is chosen
as the dynamic entanglement resource, mimicking the role
of the K-maximally entangled state in the resource theory
of static entanglement. In fact, these two objects are totally
interchangeable, because a K-swap channel can be trans-
formed into a pair of K-maximally entangled states under
LOCC, and vice versa, at least two K-maximally entangled

states are necessary to implement a K-swap channel with
LOCC — more precisely, by performing two times a telepor-
tation protocol. Our results provide an operational meaning to
the standard and the generalized log-robustness of channels
as well as the hypothesis-testing relative entropy of dynamic
entanglement that we constructed from the hypothesis-testing
relative entropy of channels with minimization over the set of
separable channels: The one-shot dynamic entanglement cost
can be bounded by the standard log-robustness of channels
with respect to the separable channels. The one-shot distillable
dynamic entanglement is bounded by the hypothesis-testing
relative entropy of dynamic entanglement. When it comes to
the catalytic scenario where additional dynamic entanglement
resource is supplied and returned back after the free superchan-
nel, we find that the one-shot catalytic dynamic entanglement
cost is bounded by the generalized log-robustness of channels
with respect to the set of separable channels. Finally, in the
appendices, we investigate the asymptotic scenario, using the
liberal dynamic entanglement cost of a bipartite quantum
channel, which features the liberal smoothing instead of the
diamond norm smoothing. It is shown that the quantity is
equal to the liberal regularized relative entropy of channels
minimized over the separable channels.

APPENDIX

A. Liberal Dynamic Entanglement Cost of a Bipartite
Channel

There are several alternative ways of smoothing in channel
resource theories that could be utilized in the study of the
asymptotic equipartition properties [45]. For a quantum chan-
nel NA and a quantum state ϕA0R0 , we denote the ε-diamond
ball and the ε-liberal ball as

Bε(NA) :=
{
N ′

A ∈ CPTP(A) :
1
2
‖N ′

A −NA‖� ≤ ε

}
,

(82)

Bϕ
ε (NA) :=

{
N ′

A ∈ CPTP(A) :

1
2
‖N ′

A(ϕA0R0) −NA(ϕA0R0)‖1 ≤ ε

}
.

(83)

Observe that Bε(NA) ⊂ ∩ϕA0R0
Bϕ

ε (NA). For a set of free
resource F , the relevant liberal quantities are defined as
follows:

LRε,ϕ
F (NA) := min

N ′
A∈Bϕ

ε (NA)
LRF(N ′

A), (84)

LRε
F(NA) := max

ϕA0R0

min
N ′

A∈Bϕ
ε (NA)

LRF (N ′
A), (85)

LRε,n
F (NA) :=

1
n

max
ϕA0R0

LRε,ϕ⊗n

F (N⊗n
A ), (86)

LR
(∞)
F (NA) := lim

ε→0+
lim inf
n→∞ LRε,n

F (NA). (87)

The liberal regularized relative entropy of a channel NA with
respect to a free resource F is defined as

D
(∞)
F (NA) := lim

n→∞
1
n

max
ϕA0R0

min
M∈F

D
(N⊗n

A

(
ϕ⊗n

A0R0

) ‖M⊗n
A

(
ϕ⊗n

A0R0

))
. (88)
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It is shown in [45] that the asymptotic equipartition property
holds as

LR
(∞)
F (NA) = D

(∞)
F (NA). (89)

Definition A.1: Given ε ≥ 0, the ε-liberal one-shot dynamic
entanglement cost of a bipartite quantum channel NAB under
SEPPSC is defined as

E
(1),ε
Cl,SEPPSC(NAB) := max

ϕA0A′
0B0B′

0

E
(1),ε,ϕ
Cl,SEPPSC(NAB), (90)

where

E
(1),ε,ϕ
Cl,SEPPSC(NAB) := min

N ′
AB∈Bϕ

ε (NAB)
E

(1),0
C,SEPPSC(N ′

AB). (91)

The liberal (asymptotic) dynamic entanglement cost of a
bipartite quantum channel NAB under SEPPSC is defined as

ECl,SEPPSC(NAB) := lim
ε→0+

lim inf
n→∞

1
n

max
ϕA0A′

0B0B′
0

E
(1),ε,ϕ⊗n

Cl,SEPPSC(N⊗n
AB ). (92)

While an operational meaning of the above quantity is
missing yet, it is given by the liberal regularized relative
entropy:

Theorem A.1: The liberal dynamic entanglement cost of a
bipartite quantum channel NAB is given by

ECl,SEPPSC(NAB) = D
(∞)
SepC(NAB). (93)

Proof: From Theorem III.1, for any ε ≥ 0 and ϕ it holds
that

LRε,ϕ
SepC(NAB) ≤ E

(1),ε,ϕ
Cl,SEPPSC(NAB) ≤ LRε,ϕ

SepC(NAB) + 2.

(94)

The asymptotic equipartition property leads to the conclusion.

B. A Few Technical Results

Proposition A.2: Let |ΦK〉A0B0 = 1√
K

∑K−1
i=0 |ii〉A0B0 be

a K-maximally entangled state where |A0| ≡ dimA0 ≥ K
and |B0| ≡ dimB0 ≥ K . We have that

max
σ∈SepD(A0:B0)

Tr ΦK
A0B0

σA0B0 =
1
K
. (95)

Proof: A separable state σA0B0 can be written as a convex
sum of pure product states σA0B0 =

∑
α pαφα ⊗ ψα:

TrΦK
A0B0

σA0B0

=
1
K

K−1∑
i,j=0

∑
α

pα〈i|φα〉〈i|ψα〉〈φα|j〉〈ψα|j〉

=
1
K

∑
α

pα

∣∣∣∣∣
K−1∑
i=0

〈i|φα〉〈i|ψα〉
∣∣∣∣∣
2

≤ 1
K

∑
α

pα

{
K−1∑
i=0

|〈i|φα〉|2
}{

K−1∑
i=0

|〈i|ψα〉|2
}

≤ 1
K
, (96)

where the Cauchy-Schwarz inequality is used for the first
inequality.

Theorem A.3 [68]: Let NA and MA be quantum channels,
and JNA and JMA be their (normalized) Choi matrices,
respectively. It holds that

1
|A| ‖NA −MA‖� ≤ ∥∥JNA − JMA

∥∥
1
≤ ‖NA −MA‖� .

(97)

Proof: The second inequality follows from the definition
of the diamond norm. For the first inequality, let ΨA0R0 be
the optimal pure state for the diamond distance as

‖NA −MA‖� = ‖NA(ΨA0R0) −MA(ΨA0R0)‖1 , (98)

where |A0| = |R0|. One can denote |Ψ〉A0R0 =
IA0 ⊗ XR0 |φ+〉A0R0 , where |φ+〉A0R0 =

∑|A0|−1
i=0 |ii〉A0R0

and the operator XR0 satisfies TrA0R0 ΨA0R0 = 1 =

TrR0 X
†
R0
XR0 = ‖XR0‖2

2. With Φ+
A0R0

=
φ+

A0R0
|A0| , we have

‖NA −MA‖�
= ‖NA(ΨA0R0) −MA(ΨA0R0)‖1

=
∥∥∥(NA −MA)

(
IA0 ⊗XR0 · |A0|Φ+

A0R0
· IA0 ⊗X†

R0

)∥∥∥
1

= |A0|
∥∥∥IA0 ⊗XR0 ·

(
JNA − JMA

) · IA0 ⊗X†
R0

∥∥∥
1

≤ |A0| ‖XR0‖∞
∥∥∥X†

R0

∥∥∥
∞

∥∥JNA − JMA
∥∥

1

≤ |A0| ‖XR0‖2

∥∥∥X†
R0

∥∥∥
2

∥∥JNA − JMA
∥∥

1

≤ |A0|
∥∥JNA − JMA

∥∥
1
, (99)

where we used the Hölder inequality for the first inequality.
Theorem A.4: Let NA and MA be quantum channels. Given

ε ≥ 0, we have that

1
2
‖NA −MA‖� ≤ ε =⇒

min
ΨA0R0

F (NA(ΨA0R0),MA(ΨA0R0)) ≥ (1 − ε)2 ≥ 1 − 2ε.

(100)

Conversely, it follows that

min
ΨA0R0

F (NA(ΨA0R0),MA(ΨA0R0)) ≥ 1 − ε

=⇒ 1
2
‖NA −MA‖� ≤ √

ε.

(101)

Proof: Both follow from the Fuchs-van de Graaf inequal-
ity, while (1 − ε)2 = 1 − 2ε+ ε2 ≥ 1 − 2ε for ε ≥ 0.

Proposition A.5: Let NA and MA be quantum chan-
nels, and JNA and JMA be their (normalized) Choi
matrices, respectively. If F

(
JNA , JMA

) ≥ 1 − ε, then
1
2 ‖NA −MA‖� ≤ n

√
ε.
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Proof: From Theorem A.3 and the Fuchs-van der Graaf
inequality, it follows that

1
2
‖NA −MA‖� ≤ n

1
2

∥∥JNA − JMA
∥∥

1

≤ n
√

1 − F (JNA , JMA)

≤ n
√
ε.

NOTE ADDED

During the completion of this manuscript, we became aware
of two independent works on dynamic resource theories:
Regula and Takagi [69] formulated one-shot manipulation of
dynamic resources in a general setting, while Yuan, et al. [70]
also investigated one-shot distillation and dilution of dynamic
resources in a general setting.
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We present an experimental demonstration of a general
entanglement-generation framework, where the form of the
entangled state is independent of the physical process used to
produce the particles. It is the indistinguishability of multiple
generation processes and the geometry of the setup that give
rise to the entanglement. Such a framework, termed entangle-
ment by path identity, exhibits a high degree of customizability.
We employ one class of such geometries to build a modular
source of photon pairs that are high-dimensionally entangled in
their orbital angular momentum. We demonstrate the creation of
three-dimensionally entangled states and show how to incremen-
tally increase the dimensionality of entanglement. The generated
states retain their quality even in higher dimensions. In addition,
the design of our source allows for its generalization to various
degrees of freedom and even for the implementation in inte-
grated compact devices. The concept of entanglement by path
identity itself is a general scheme and allows for construction of
sources producing also customized states of multiple photons. We
therefore expect that future quantum technologies and funda-
mental tests of nature in higher dimensions will benefit from this
approach.

entanglement by path identity | high-dimensional entanglement |
path indistinguishability | orbital angular momentum

The transition from two- to multidimensional entangled quan-
tum systems brings about radical improvements in the dis-

tribution and processing of quantum information. Such systems
play an important role in secure high-dimensional superdense
coding schemes (1–3); they offer improved noise resistance and
increased security against eavesdropping (4, 5); and they are ben-
eficial or even indispensable for fundamental experiments, such
as tests of local realism (6–9) or the prospect of teleportation of
the entire information stored in a photonic system (10–12). Vari-
ous degrees of freedom, such as frequency (13), time bin (14–16),
and path (17, 18), have been employed so far for the generation
of high-dimensionally entangled states. In this paper, we present
an experimental proof-of-principle demonstration of a conceptu-
ally different framework of generating high-dimensionally entan-
gled states. Multiple spontaneous parametric down-conversion
(SPDC) processes are employed, but none of them individually
produces entanglement. The entanglement is built in a manner,
where not intrinsic properties of a photon-production process,
but rather the geometry of the setup governs the structure of the
final entangled state. This method amounts to the concept known
as entanglement by path identity (19, 20), which was discovered
recently with the help of a computer program (21). Utilizing
this concept leads to a simple yet versatile design of a source of
high-dimensional entanglement. In the following, we present the
experimental implementation of this source adapted to the orbital
angular momentum (OAM) of photons. Nevertheless, the scheme
is not linked to a specific degree of freedom and is valid for other
degrees of freedom as well.

The OAM of photons is an in principle unbounded dis-
crete quantity and as such has been used extensively (22–26)
to prepare high-dimensionally entangled photonic states. In the

traditional way, the OAM-entangled photon pairs are produced
in a single SPDC process (27). Albeit convenient, this process
exhibits several drawbacks. For example, photon pairs generated
in this way have a nonuniform distribution of OAM (28–31).
The maximally entangled states can then be generated either by
postprocessing techniques, such as Procrustean filtering (32, 33),
or by preprocessing of the pump beam. In a recently demon-
strated approach (34, 35), a superposition of OAM modes is
imprinted by holograms into the pump beam, which translates
via down-conversion into maximally entangled states of two
photons.

Our technique offers several important advantages over the
traditional approach. The source of entangled photon pairs
enables us to engineer the state for our needs as both phases and
magnitudes in a high-dimensional quantum state can be adjusted
completely arbitrarily. One is not limited by the conditions of the
employed SPDC processes. This way, various families of states
can be produced, such as high-dimensional maximally entangled
Bell states that are demanded by applications such as high-
dimensional quantum dense coding (36), entanglement swapping
(37), or quantum teleportation (38). By proper adjustment of
the state’s magnitudes the nonmaximally entangled states max-
imizing the violation of high-dimensional Bell inequalities (6,
39) can be also produced. The experimental implementation
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Quantum entanglement amounts to an extremely strong link
between two distant particles, a link so strong that it eludes
any classical description and so unsettling that Albert Einstein
described it as “spooky action at a distance.” Today, entan-
glement is not only a subject of fundamental research, but
also a workhorse of emerging quantum technologies. In our
current work we experimentally demonstrate a completely
different method of entanglement generation. Unlike many
traditional methods, where entanglement arises due to con-
servation of a physical quantity, such as momentum, in our
method it is rather a consequence of indistinguishability of
several particle-generating processes. This approach, where
each process effectively adds one dimension to the entangled
state, allows for a high degree of customizability.
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of our source has a modular structure, where adding a single
module leads to increasing the entanglement dimension by one.
High brightness of our source is possible as all photons are pro-
duced already in the desired modes and no photons have to be
discarded by postselection.

This work is organized as follows. After a brief introduction to
the concept of entanglement by path identity, we describe the
experimental design of our source. Then we demonstrate the
scalability and versatility of our method by generating several dif-
ferent states in two and in three dimensions. We verify the quality
of the produced entangled quantum states using quantum state
tomography.

Entanglement by Path Identity
Consider a simple experimental setup consisting of two nonlin-
ear crystals that are aligned in series and coherently emit photons
via SPDC, as shown in Fig. 1 A and B. The pump power for both
crystals is set sufficiently low such that events when either crystal
emits multiple photon pairs as well as events when both crystals
each simultaneously generate a photon pair can be neglected.
The propagation paths of the down-converted photons coming
from the two crystals are carefully overlapped. As a result, once
the photon pair leaves the setup, no information can be obtained,
not even in principle, in which crystal the pair was created (40–
42). The down-conversion processes in both crystals are adjusted
such that photon pairs may be emitted only into the fundamental
mode |0, 0〉 with zero quanta of OAM∗ . Importantly, no entan-
glement is generated by either of the two crystals. (In practice, a
small contribution of higher-order OAM modes is also present.
For the detailed discussion see SI Appendix, Spiral spectrum.)

Suppose now that two mode shifters are inserted into the
setup. These add an extra quantum of OAM to each photon
originating in the first crystal and thus act as the only possi-
ble source of which-crystal information. As the down-conversion
processes in the two crystals are (apart from the OAM) indis-
tinguishable, the resulting state of a detected photon pair is a
coherent superposition

|ψ〉= 1√
2

(|0, 0〉+ e iϕ|1, 1〉). [1]

In Eq. 1, ϕ is the phase between the two SPDC processes
imparted by a phase shifter and numbers in ket vectors refer to
the OAM quanta of respective photons.

The generation of entangled states as described above is a
specific example of the concept termed entanglement by path
identity. This concept can be readily generalized for production
of high-dimensionally entangled states (19). When the num-
ber of crystals in the series is increased to d , and the number
of phase and mode shifters is accordingly increased to d − 1,
high-dimensionally entangled states of the following form are
produced as

|ψ〉=
d−1∑
`=0

c`|`, `〉, [2]

where d is the state dimension and c` are complex amplitudes
(Fig. 1 C and D). The magnitudes of c` can be set by pump-
ing each crystal independently with properly adjusted power. By
using different mode shifters for either of the two photons in a
down-converted pair, completely arbitrary states can be created.
Interestingly, the widely used cross-crystal scheme is the simplest
example of the above approach, where two-particle states are
entangled in polarization (43–45).

*Parameters of the two SPDC processes are chosen such that photon properties such as
frequency, polarization, and OAM are identical for both crystals and also higher-order
OAM modes are highly suppressed.

A

B

C

D

Fig. 1. Basic concept. Gray boxes labeled with underlined uppercase letters
represent nonlinear crystals, each pumped coherently and each generat-
ing with a small probability a pair of photons via an SPDC process. Each
generated photon pair is in OAM state |0, 0〉 with a small contribution
of higher-order terms. The two down-converted photons then propagate
along their paths in the direction indicated by the arrows and acquire
phase shifts ϕi as well as additional quanta of OAM due to phase and
mode shifters. (A) The pump beam, represented by an arrow, gives rise to
an SPDC process in crystals A and B. Photons generated in crystal A are
reflected into crystal B such that their paths are overlapped with paths
of photons generated in crystal B. As a consequence, the two coherent
SPDC processes in crystals A and B are indistinguishable and the generated
photon pairs leave the setup in a two-dimensionally entangled Bell state
1/
√

2 (|0, 0〉+ exp (iϕ)|1, 1〉). The quantum of OAM is imparted to the pho-
ton by a spiral phase plate shown in Inset. (B) A schematic picture of the
setup in A, where the pump beam is not shown. (C) The addition of the
third crystal to the setup increases the entanglement dimension by one. The
resulting state is thus 1/

√
3 (|0, 0〉+ exp (iϕ̄1)|1, 1〉+ exp (iϕ̄2)|2, 2〉), where

ϕ̄1 =ϕ2 and ϕ̄2 =ϕ1 +ϕ2. (D) One can stack multiple setups from A to
acquire a series of d crystals that produces a d-dimensionally entangled
state 1/

√
d(|0, 0〉+ exp (iϕ̄1)|1, 1〉+ · · ·+ exp (iϕ̄d−1)|d− 1, d− 1〉), where

the relative phases ϕ̄i =
∑d−1

j=d−i ϕj are adjusted by an appropriate choice
of phase shifters ϕj . The magnitudes of the individual modes are
modified by varying the power with which the respective crystals are
pumped.

Setup
The experimental implementation presented here is based on
the scheme in Fig. 1C with two main modifications. The pump
and down-converted beams for each crystal are separated by two
Mach–Zehnder interferometers, such that both wavelengths can
be manipulated separately. This way, phases as well as magni-
tudes of individual modes in the quantum state can be adjusted
independently. For technical reasons, the down-converted pho-
ton pairs were not emitted in a perfectly collinear manner, but
had a slight angular deviation of roughly 1◦. This leads to a
nonperfect operation of the mode shifter, which functions prop-
erly only when both photons propagate through its center. As a
countermeasure, we place the mode shifter into the pump beam
instead of the down-conversion beam. For details refer to SI
Appendix, Detailed setup and Coherence conditions.
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The setup, presented in Fig. 2, was designed to produce three-
dimensionally entangled states. Each dimension in the generated
quantum state corresponds to one of three nonlinear crystals A,
B, or C in the setup. In Fig. 2 this correspondence is empha-
sized by enclosing the crystals with associated elements into
boxes labeled 1st dim, 2nd dim, and 3rd dim. The laser beam
is split into three paths to pump each crystal separately. The
pump beam for crystal A possesses zero quanta of OAM and
so do the down-converted photons, which exit the crystal in state
|0, 0〉. (Apart from the predominant |0, 0〉 component, also effec-
tively negligible contributions of higher-order OAM terms are
present in the photons’ state, as detailed in SI Appendix, Spiral
spectrum.) The pump beam for crystal B acquires four quanta of
OAM due to a spiral phase plate (SPP), which is inserted into
the beam and plays the role of the mode shifter. Consequently,
each down-converted photon generated in crystal B carries two
quanta of OAM and the pair is produced in state |2, 2〉. Similarly,
the pump beam for crystal C also acquires four quanta of OAM,
but an additional mirror is used to invert the sign of the OAM
value from 4 to −4, effectively subtracting eight quanta of
OAM. Down-converted photons coming from crystal C are then
produced in state |−2,−2〉. The resulting quantum state reads

|ψ〉=α|0, 0〉︸ ︷︷ ︸
crystal A

+ βe iϕ1|2, 2〉︸ ︷︷ ︸
crystal B

+ γe iϕ2 |−2,−2〉︸ ︷︷ ︸
crystal C

. [3]

Magnitudes α, β, and γ of the entangled state can be changed by
adjusting the relative pump power for each crystal. The relative
phases ϕ1 and ϕ2 are set by positioning two trombone systems
that act as phase shifters. By employing only the first two stages
of the setup, namely parts in boxes labeled 1st dim and 2nd dim,
two-dimensionally entangled states are created. In ref. 46 a sim-
ilar experimental setup was used to generate three-dimensional
(3D) nonentangled states of photons in Fock representation.

We use type II SPDC in all three crystals. To measure the
entangled state, we first deterministically separate the two down-
converted photons by a polarizing beam splitter. Two spatial light
modulators in combination with single mode fibers are used to
perform any projective measurement for OAM modes (27). The

single photons are then detected by avalanche photon detec-
tors and simultaneous two-photon events are identified by a
coincidence logic.

Finally, the resulting quantum states are characterized by com-
plete quantum state tomography. We use a maximum-likelihood
reconstruction technique (47) to estimate the physical density
matrices of the detected photon pairs. Also, using the fidelity
bound derived in ref. 48, the minimum generated entanglement
dimensionality is found.

Experimental Results
The high flexibility of our setup in producing various states is
demonstrated in Table 1, where fidelities for different three-
dimensionally (and also two-dimensionally) entangled states are
presented. These data demonstrate our ability to control the rel-
ative phases and magnitudes of the generated quantum states.
Most notably, we are able to create three mutually orthogo-
nal and maximally entangled states in three dimensions |ψ1〉,
|ψ2〉, and |ψ3〉 with an average fidelity of 87.5± 2.2%. These
states represent three of nine two-party 3D Bell states, which
are important for example in high-dimensional quantum tele-
portation (38) or high-dimensional superdense coding schemes
(1). The orthogonality of these states does not follow directly
from the orthogonality of OAM modes, but indeed from dif-
ferently adjusted phases in the quantum states. Fidelity bounds
derived in refs. 48 and 49, which are calculated as a sum of
squares of all but the smallest Schmidt coefficients of a given
reference state |ψi〉, are used to determine the entanglement
dimensionality of the corresponding measured states. When the
fidelity F of the experimentally measured density matrix exceeds
the associated fidelity bound, the created state is at least three-
dimensionally entangled. The presented states |ψ1〉 through |ψ4〉
are indeed entangled in three dimensions, as their fidelities F
satisfy F > 2/3≈ 0.67 and the same is true for |ψ5〉 for which
F > 9/11≈ 0.82. Likewise, fidelities for two-dimensional (2D)
states

∣∣Φ+
〉

and
∣∣Φ−〉 satisfy F > 1/2. With the state |ψ5〉 we

demonstrate the ability to adjust relative magnitudes of terms
in the quantum superposition. A nonmaximally entangled state
with uneven magnitudes, very similar to |ψ5〉, provides the

SPP BS

Down-converted beam

Pump beam

DMPBSLens TS

DetBPF SLMMirror Crystal

SPP BS

Down-converted beam

Pump beam

DMPBSLens TS

DetBPF SLMMirror Crystal

Fig. 2. Experimental setup. Three-dimensional states are created by elements in boxes labeled 1st dim, 2nd dim, and 3rd dim. Three periodically poled KTP
crystals A, B, and C are pumped with a continuous-wave laser beam at the central wavelength of 405 nm. Frequency-degenerate down-converted photons
created by type II collinear SPDC propagate along identical paths into the detection system shown in box Detection. Photons originating in crystal B are
created in |2, 2〉 OAM mode because of a spiral phase plate (SPP +4) inserted after the first beam splitter (BS). In addition, photons originating in crystal
C are created in | − 2,−2〉 mode due to an extra mirror that effectively works as a −8 mode shifter as is explained in the main text. The pump beam is
separated from the down-conversion beam by dichroic mirrors (DM) and a band-pass filter (BPF). Before detection, the two down-converted photons are
separated on a polarizing beam-splitter (PBS). The state tomography in the OAM degree of freedom is done by projective measurements (27) where specific
holograms are projected on two spatial light modulators (SLMs). The reflected photons are subsequently coupled into single-mode fibers and detected by
single-photon detectors (Det). The resulting signals are postprocessed by a coincidence counting module (&). The relative phases ϕ1 and ϕ2 can be adjusted
by phase shifters implemented with trombone systems (TS). The magnitudes of individual terms in the quantum state are controlled by setting the splitting
ratio of the beam splitters. For the detailed diagram of the experimental setup see SI Appendix.
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Table 1. Fidelities F(|ψ〉, ρ) = Tr(|ψ〉〈ψ|ρ) between several two-
and three-dimensionally entangled states |ψ〉 and their
experimental realizations ρ

State Fidelity F

|Φ+〉= 1/
√

2(|0, 0〉+ |2, 2〉) 0.904± 0.005
|Φ−〉= 1/

√
2(|0, 0〉− |2, 2〉) 0.891± 0.005

|ψ1〉= 1√
3
(|0, 0〉+ |2, 2〉+ | − 2,−2〉) 0.870± 0.005

|ψ2〉= 1√
3
(|0, 0〉+ω|2, 2〉+ω−1| − 2,−2〉) 0.852± 0.007

|ψ3〉= 1√
3
(|0, 0〉+ω−1|2, 2〉+ω| − 2,−2〉) 0.903± 0.006

|ψ4〉= 1√
3
(|0, 0〉− |2, 2〉− |− 2,−2〉) 0.890± 0.004

|ψ5〉= 1√
22

(2|0, 0〉+ 3|2, 2〉+ 3| − 2,−2〉) 0.848± 0.008

States |ψ1〉, |ψ2〉, and |ψ3〉 form an orthonormal set of maximally entan-
gled states in three dimensions (ω= e2πi/3). State |ψ5〉 is a manifestation
of our ability to control not only relative phases in the quantum state, but
also relative magnitudes. The error estimates are calculated by propagation
of Poissonian statistics of coincidence counts and do not take into account
possible systematic errors. For detailed discussion of experimental data refer
to SI Appendix, State tomography results.

maximal violation of the 3D generalization of the Bell inequal-
ities (6, 39). The generation rates of our setup are around
1,200 Hz for the 3D states and around 1,400 Hz for the 2D
states. It is important to mention here that these count rates are
the actually detected ones. All losses from the detection scheme,
such as spatial light modulators, detectors, and other optical ele-
ments, are already included. With the constant total pump power
the two rates should be equal. The reason why the former is
smaller is that an SPDC process is less efficient when pumped
by a beam with a nonzero number of OAM quanta, as is the case
for crystals B and C. This effect is not present when all crystals
are pumped by a fundamental mode as proposed in the scheme
in Fig. 1.

The real parts of the density matrices for three of the states
presented in Table 1 are displayed in Fig. 3. There, the mea-
surement results (solid bars) are compared to the theoretical
expectations (translucent bars). The average fidelity 87.3± 2.2%
of three-dimensionally entangled states does not decrease signif-
icantly when compared to the average fidelity of 89.8± 0.9% of
2D states. The quality of the entangled states is thus mostly unaf-
fected when going from two to three dimensions and indicates
that our approach can be feasible for even higher dimensions.
The fidelities reported in Table 1 do not reach unity for two
main reasons. First, imperfect coherence of the SPDC pro-
cesses amounts to roughly 5% decrease in the fidelities for all

reported states irrespective of their dimensionality. The main
limitation for achieving higher coherence is slight distinguishabil-
ity of the SPDC sources, which we attribute to small differences
in the spectral and polarization degrees of freedom of the down-
converted photons. Second, an imprecise setting of local phases,
slight misalignment, and the presence of higher-order OAM
modes lead to an extra decrease of fidelities, which varies for
different states. This explains the range 85 to 90% of fidelities
for different 3D states. Nevertheless, none of these imperfec-
tions are of fundamental nature. We analyze the causes of these
imperfections in detail in SI Appendix and therefore facilitate
technical improvements in future development iterations. Com-
plete state tomography data are presented in SI Appendix, State
tomography results.

Alternative Designs
The modular structure of the setup gives rise to the scalability
of our scheme in the sense that to increase the entanglement
dimension by one requires a mere addition of a single crystal
and a single mode shifter (SPP). To further improve the perfor-
mance, some modifications to our experimental implementation
can be made. We adopted the Mach–Zehnder interferomet-
ric configuration in our experiment. This gives us freedom to
access and manipulate the pump and down-conversion beams
separately with no need of custom-made components. The dis-
tance between two successive crystals in our current setup is
600 mm. Due to these large interferometers, active stabiliza-
tion is inevitable. However, scaling down the distances and
employing integrated fabrication techniques as used in microchip
fabrication lead to significantly more stable interferometers. An
alternative approach is to circumvent interferometers completely
by, for example, using wavelength-dependent phase shifters and
q plates (50, 51), which is inherently stable.

The framework of entanglement by path identity can be eas-
ily employed to generate hyperentangled states. Our source of
photon pairs can be modified to produce polarization–OAM
hyperentanglement when the noncollinear type II SPDC process
is utilized in each crystal. This way, the two photons are already
created in a polarization-entangled state and due to the geome-
try of the setup they become also entangled in OAM. In addition,
the framework represents a more efficient alternative to tradi-
tional techniques to generate multipartite entanglement (19).
For instance, in the case of the 3D three-photon Greenberger–
Horne–Zeilinger (GHZ) state, the design based on the entangle-
ment by path identity produces entangled states with probability
that is eight times larger than when one uses the traditional
approach based on interference (12).

A B C

Fig. 3. Examples of the three-dimensionally entangled states |ψ1〉, |ψ4〉, and |ψ5〉 produced (Table 1). With our method we can control the relative phases,
as demonstrated in A and B, as well as relative magnitudes, as shown in C. Only real parts are shown; imaginary parts lie in the range (−0.12, 0.12) for all
cases. Background noise contributions lie in the range (−0.04, 0.04) for all cases and are explicitly shown only in A. This background is omitted in B and
C to improve readability. Green (solid) and orange (hatched) bars represent positive and negative values of reconstructed density matrices, respectively.
Gray translucent bars represent the theoretical expectation. Fidelities of the measured states with their reference states are 87.0± 0.5%, 89.0± 0.4%, and
84.8± 0.8%, respectively.
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Conclusion
We performed a proof-of-principle experiment of a method
called path identity to generate high-dimensionally entangled
quantum states. In contrast to previous entanglement creation
schemes, here the form of the created quantum state is not
dependent on the photon pair creation process itself, but the
geometrical arrangement of the setup. Besides its conceptual dif-
ference, our approach has two core strengths: a simple and a
modular design. The simple geometry-based approach allows us
to design an experimental layout that creates versatile and high-
dimensionally entangled photon pairs in OAM. These states can
be readily utilized in various applications such as superdense cod-
ing, high-dimensional quantum teleportation, and violations of
generalized Bell inequalities.

We confirmed the modularity of our source by generating
different entangled quantum states in two and three dimen-
sions. Thereby we found that the average fidelity of the created

states is not decreasing significantly. Thus we believe that extend-
ing this modular arrangement is possible and will lead to even
higher-dimensionally entangled states in the future. Another
very appealing feature of our method is that different families
of spatial modes can be used. It is, therefore, possible to cre-
ate high-dimensional entangled photon pairs in specific modes
optimized for free-space communication or even fiber-based
systems.

Data Availability. All study data are included in this article and
SI Appendix.
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9. T. Vértesi, S. Pironio, N. Brunner, Closing the detection loophole in Bell experiments
using qudits. Phys. Rev. Lett. 104, 060401 (2010).

10. X. L. Wang et al., Quantum teleportation of multiple degrees of freedom of a single
photon. Nature 518, 516–519 (2015).

11. M. Malik et al., Multi-photon entanglement in high dimensions. Nat. Photonics 10,
248–252 (2016).

12. M. Erhard, M. Malik, M. Krenn, A. Zeilinger, Experimental Greenberger-Horne-
Zeilinger entanglement beyond qubits. Nat. Photonics 12, 759–764 (2018).

13. M. Kues et al., On-chip generation of high-dimensional entangled quantum states
and their coherent control. Nature 546, 622–626 (2017).

14. R. T. Thew, A. Acı́n, H. Zbinden, N. Gisin, Bell-type test of energy-time entangled
qutrits. Phys. Rev. Lett. 93, 010503 (2004).

15. H. de Riedmatten et al., Tailoring photonic entanglement in high-dimensional Hilbert
spaces. Phys. Rev. A 69, 050304 (2004).

16. A. Tiranov et al., Quantification of multidimensional entanglement stored in a crystal.
Phys. Rev. A 96, 040303 (2017).

17. C. Schaeff, R. Polster, M. Huber, S. Ramelow, A. Zeilinger, Experimental access to
higher-dimensional entangled quantum systems using integrated optics. Optica 2,
523 (2015).

18. J. Wang et al., Multidimensional quantum entanglement with large-scale integrated
optics. Science 360, 285–291 (2018).

19. M. Krenn, A. Hochrainer, M. Lahiri, A. Zeilinger, Entanglement by path identity. Phys.
Rev. Lett. 118, 080401 (2017).

20. M. Krenn, X. Gu, A. Zeilinger, Quantum experiments and graphs: Multiparty states as
coherent superpositions of perfect matchings. Phys. Rev. Lett. 119, 240403 (2017).

21. M. Krenn, M. Malik, R. Fickler, R. Lapkiewicz, A. Zeilinger, Automated search for new
quantum experiments. Phys. Rev. Lett. 116, 090405 (2016).

22. L. Allen, M. W. Beijersbergen, R. J. C. Spreeuw, J. P. Woerdman, Orbital angular
momentum of light and the transformation of Laguerre-Gaussian laser modes. Phys.
Rev. A 45, 8185–8189 (1992).

23. G. Molina-Terriza, J. P. Torres, L. Torner, Twisted photons. Nat. Phys. 3, 305–310 (2007).
24. H. Rubinsztein-Dunlop et al., Roadmap on structured light. J. Opt. 19, 013001 (2017).
25. M. J. Padgtt, Orbital angular momentum 25 years on [Invited]. Opt. Express 25,

11265–11274 (2017).
26. M. Erhard, R. Fickler, M. Krenn, A. Zeilinger, Twisted photons: New quantum

perspectives in high dimensions. Light Sci. Appl. 7, 17146 (2018).

27. A. Mair, A. Vaziri, G. Weihs, A. Zeilinger, Entanglement of the orbital angular
momentum states of photons. Nature 412, 313–316 (2001).

28. F. M. Miatto, A. M. Yao, S. M. Barnett, Full characterization of the quantum spiral
bandwidth of entangled biphotons. Phys. Rev. A 83, 033816 (2011).

29. A. C. Dada, J. Leach, G. S. Buller, M. J. Padgett, E. Andersson, Experimental
high-dimensional two-photon entanglement and violations of generalized Bell
inequalities. Nat. Phys. 7, 677–680 (2011).

30. J. Romero, D. Giovannini, S. Franke-Arnold, S. M. Barnett, M. J. Padgett, Increas-
ing the dimension in high-dimensional two-photon orbital angular momentum
entanglement. Phys. Rev. A 86, 012334 (2012).

31. M. Krenn et al., Generation and confirmation of a (100× 100)-dimensional entangled
quantum system. Proc. Natl. Acad. Sci. U.S.A. 111, 6243–6247 (2014).

32. C. H. Bennett, H. J. Bernstein, S. Popescu, B. Schumacher, Concentrating partial
entanglement by local operations. Phys. Rev. A 53, 2046–2052 (1996).

33. A. Vaziri, J. W. Pan, T. Jennewein, G. Weihs, A. Zeilinger, Concentration of higher
dimensional entanglement: Qutrits of photon orbital angular momentum. Phys. Rev.
Lett. 91, 227902 (2003).

34. E. V. Kovlakov, S. S. Straupe, S. P. Kulik, Quantum state engineering with twisted
photons via adaptive shaping of the pump beam. Phys. Rev. A 98, 060301 (2018).

35. S. Liu et al., Coherent manipulation of a three-dimensional maximally entangled
state. Phys. Rev. A 98, 062316 (2018).

36. K. Mattle, H. Weinfurter, P. G. Kwiat, A. Zeilinger, Dense coding in experimental
quantum communication. Phys. Rev. Lett. 76, 4656–4659 (1996).
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Abstract. The paper is divided in two parts. In the first one a summary of the main

issues about quantum non–locality is provided. In the second part, the connections with

information and causality are considered. In particular, it is shown that a principle of

information causality implies that hyper–correlations among experimental settings are not

possible but only correlations among possible outcomes. Since a setting is for measuring

a particular observable and the eigenbasis of this observable can be considered a code,

this means that information codification is a local procedure.

1 EPR

According to EPR, the correctness of a theory consists in the degree of agreement between its con-

clusions and human experience—the objective reality, while its completeness is defined as [10]: A

theory is complete if every element of objective reality has a counterpart in it. The aim of the EPR

article is to show the incompleteness of quantum mechanics in the sense of its inability to give a sat-

isfactory explanation of entities which are considered fundamental—in a word, it is a ‘disproof’ and

not a positive proof. Indeed, theories can be disproved by experience and (even thought) experiments.

The core of the argument is constituted by the Separability principle, which we can express as fol-

lows: Two dynamically independent systems cannot influence each other. The separability principle

consists in the assumption that any form of interdependency among physical systems is of dynam-

ical and causal type. Therefore, it is important to carefully distinguish the problem of relativistic

locality—i.e., the existence of bounds in the transmission of signals and physical effects—from that

of separability, which concerns only the impossibility of a correlation between separated systems in

the case in which there are no dynamical and causal connections. Part of the EPR argument is that, in

the absence of physical interactions, the systems are also separated.

EPR state a sufficient condition for the reality of observables, which can be formulated as follows:

If, without in any way disturbing a system, we can predict with certainty the value of

a physical quantity, then, independently of our measurement procedure, there exists an

element of the physical reality corresponding to this physical quantity.

The words “without in any way disturbing a system" tells us that the systems are considered as dynam-

ically independent. The aim of EPR is to show that, assuming separability and the sufficient condition
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of reality, quantum mechanics is not complete: in logical terms, for quantum mechanics the following

statement holds:

[(Suff. Cond. Reality) ∧ (Separability)] =⇒ ¬Completeness, (1)

where ∧, ¬, and the arrow are the logical symbols for conjunction (AND), negation and implication,

respectively.

The argument of EPR is structured as follows. From (i) the definition of completeness, (ii) the

principles of physical reality and separability, and (iii) the fact that, according to quantum mechan-

ics, two non–commuting observables cannot simultaneously have definite values, it follows that the

following two statements are incompatible:

• The statement r that the quantum mechanical description of reality given by the wave function is

not complete and

• The statement s that when the operators describing two physical quantities do not commute, the

two quantities cannot have simultaneous reality.

In formal terms,

r �� s, (2)

where the symbol �� means a XOR. The meaning of the statement (2) is the following: if it is possible

to show that two non–commuting observables have in fact simultaneous reality, we can logically

conclude that quantum mechanics cannot be a complete description of reality (from the falsity of s we

infer the truth of r).

Let us consider a one-dimensional system Smade of two subsystems S1 and S2 interacting during

the time interval between t1 and t2, with momenta in the position representations:

p̂(1)
x = −ı�

∂

∂x1

and p̂(2)
x = −ı�

∂

∂x2

, (3)

with momentum eigenfunctions

〈p1 |ϕ〉 = ϕp(x1) and 〈p2 |ψ〉 = ψp(x2) , (4)

respectively. The vectors |ϕ〉 and |ψ〉 describe the states of the particles 1 and 2, respectively. The

eigenfunctions in the position representation are

ϕp(x1) =
1√
2π

e
ı
�

px1 and ψp(x2) =
1√
2π

e−
ı
�

(x2−x0)p , (5)

respectively, where x0 is a fixed position (constant) and the eigenfunction ϕp(x1) corresponds to eigen-

value +p whilst ψp(x2) corresponds to the eigenvalue −p of the second particle’s momentum (in other

words, the two particles are moving away from each other with the same direction into opposite

senses).

Therefore, the compound system is described by the wave function

Ψ(x1, x2) =

+∞∫
−∞

dpψ−p(x2)ϕp(x1). (6)

Now, I summarize the scheme of the first thought experiment [2, Chap. 16] [4, Chap. 10]:

(a) We locally measure the momentum on particle 1: let us assume that we find an eigenvalue p′.
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(b) Therefore, the state (6) reduces to

ψ−p′ (x2)ϕp′ (x1). (7)

(c) Then, it is evident that particle 2 must be in state ψ−p′ and this result can be predicted with absolute

certainty.

(d) However, we were able to formulate such a prediction without disturbing particle 2 (assumption

of separability).

(e) Then, as a consequence of (c) and (d) and of the sufficient condition of reality, p̂(2)
x is an element

of reality.

Note that steps (a)–(c) are purely quantum mechanical. Only steps (d)–(e) are connected to the specific

EPR argument.

However, if we had chosen to consider another observable of particle 1, say x̂1, whose eigenfunc-

tions are ϕx(x1) (whereas ψx(x2) are the eigenfunctions of the observable x̂2 of particle 2), then we

would have written the state Ψ of the compound system as

Ψ(x1, x2) =
1√
2π

+∞∫
−∞

dxψx(x2)ϕx(x1). (8)

Let us now repeat the previous procedure for the position measurement.

(a’) We locally measure the position on particle 1 and find the eigenvalue x′.

(b’) Now it is clear that the state (8) reduces to

ψx′ (x2)ϕx′ (x1). (9)

(c’) Then, it is evident that the particle 2 must be in the state ψx′ and this result can be predicted with

absolute certainty.

(d’) However, we have not disturbed particle 2 (assumption of separability).

(e’) Then, as a consequence of (c’) and (d’) and of the sufficient condition of reality, x̂(2) is an element

of reality.

Conclusions (e) and (e’) look incompatible on the basis of the fact that position and momentum

observables of particle 2 do not commute: going back to Propositions r and s [Eq. (2)], EPR have in

this way shown that, assuming that r (the quantum mechanical description of reality is not complete)

is false, s is proved to be false as well since both p̂(2)
x and x̂(2) have simultaneous reality. Then, the

previous assumption must be rejected, and r must be true. Therefore, according to the EPR argument,

quantum mechanics cannot be considered as a complete theory and the wave functions (6) and (8)

cannot be considered as complete descriptions of the state of the particles.
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2 Bohm’s reformulation
The argument as formulate in the original EPR paper is difficult tom test. However, a great step was

provided by David Bohm. Consider now two particles with spin 1
2

that are in a state in which the total

spin is zero, that is, they are in a singlet state [8]. They can be produced by a single atom radioactive

decay. After a time t0 the two particles begin to separate and at time t1 they no longer interact. On

the hypothesis that they are not disturbed, the law of angular momentum conservation guarantees that

they remain in a singlet state. Considering the projection of the spin along the z–direction, the singlet

state may be written in the form

|Ψ0〉 = 1√
2

(| ↑〉1 ⊗ | ↓〉2 − | ↓〉1 ⊗ | ↑〉2) , (10)

where the subscripts 1 and 2 refer to the particles. This implies that, if a measurement of the spin

component along the z direction of particle 1 leads to a result +1/2, that of particle 2 along the same

direction must give the value −1/2, and vice versa. This means that |Ψ0〉 is an eigenket of the z
component of the spin observables σ̂1zσ̂2z of the two systems.

Entanglement is a property of the state that is independent of the basis used. In order to see this

rotational invariance, let us write it in terms of the z–component eigenvectors as

|Ψ0〉 = 1√
2

[(
1

0

)
1

⊗
(

0

1

)
2

−
(

0

1

)
1

⊗
(

1

0

)
2

]
. (11)

Then, |Ψ0〉 turns out to be also an eigenvector of σ̂1xσ̂2x and σ̂1yσ̂2y. For example, let us consider the

y orientation. First, let us expand the z–eigenkets into the y–eigenkets:

|↑〉 =
√

2

2

(
|↑〉y + |↓〉y

)
, (12a)

|↓〉 = − ı
√

2

2

(
|↑〉y − |↓〉y

)
. (12b)

Then, we can write the singlet state (10) in the y expansion:

1√
2

(|↑〉1 ⊗ |↓〉2 − |↓〉1 ⊗ |↑〉2) =
1√
2

[
− ı

2

(
|↑〉y + |↓〉y

)
1
⊗

(
|↑〉y − |↓〉y

)
2

+
ı

2

(
|↑〉y − |↓〉y

)
1
⊗

(
|↑〉y + |↓〉y

)
2

]

=
ı√
2

[(
|↑〉y

)
1
⊗

(
|↓〉y

)
2
−

(
|↓〉y

)
1
⊗

(
|↑〉y

)
2

]
. (13)

Consequently, we have(
σ̂1yσ̂2y

)
|Ψ0〉 = ı√

2

(
σ̂1yσ̂2y

) [(
|↑〉y

)
1
⊗

(
|↓〉y

)
2
−

(
|↓〉y

)
1
⊗

(
|↑〉y

)
2

]
, (14)

which, by making use Pauli matrices and of a reformulation of expression (11) in the y basis, implies

(
σ̂1yσ̂2y

)
|Ψ0〉 = ı

2
√

2

[
0 −ı
ı 0

]
1

[
0 −ı
ı 0

]
2

×
[(

1

ı

)
1

⊗
(

1

−ı
)

2

−
(

1

−ı
)

1

⊗
(

1

ı

)
2

]

=
ı

2
√

2

[(
1

ı

)
1

⊗
( −1

ı

)
2

−
( −1

ı

)
1

⊗
(

1

ı

)
2

]

=
ı√
2

[(
|↑〉y

)
1
⊗

(
− |↓〉y

)
2
−

(
− |↓〉y

)
1
⊗

(
|↑〉y

)
2

]
. (15)

EPJ Web of Conferences

00001-p.4



Now, let us back–substitute this expression into the z expansion:

ı√
2

[(
|↑〉y

)
1

(
− |↓〉y

)
2
−

(
− |↓〉y

)
1

(
|↑〉y

)
2

]
= − ı√

2

1

2

[
(|↑〉 + ı |↓〉)1 (− |↑〉 + ı |↓〉)2

− (− |↑〉 + ı |↓〉)1 (|↑〉 + ı |↓〉)2

]
=

ı√
2

(ı |↑〉1 |↓〉2 − ı |↓〉1 |↑〉2)

= − 1√
2

(|↑〉1 |↓〉2 − |↓〉1 |↑〉2)

= −|Ψ0〉, (16)

where I have dropped the symbol ⊗ of the sake of simplicity.

3 Bell Theorem

Bell assumed the existence of a hidden parameter λ such that, given λ, the function Aa describing the

results obtained by measuring with a device A the spin of the first particle along a chosen direction

a (i.e., the observable σ̂1·a), depends only on λ and on a [6]. Similarly, the function Bb describing

the results when measuring with a device B the spin of the second particle along a chosen direction

b (i.e., σ̂2·b), depends only on b and λ. The separability principle denies that there can be a form of

interdependence between two systems if they do not dynamically interact (factorization rule):

AaBb = Aa(λ)Bb(λ), (17)

where therefore Aa and Bb represent two deterministic functions of the hidden parameter. Eq. (17)

expresses the fact that the probability distributions for the two particles are mutually independent. I

assume that the result of each measurement can be either +1 (representing spin up) or -1 (representing

spin down), that is,

Aa(λ) = ±1, Bb(λ) = ±1. (18)

Following Eq. (17), if ℘(λ) denotes the probability distribution of the hidden parameter λ, then the

expectation value of the product of the two components σ̂1·a and σ̂2·b is

〈(σ̂1·a) (σ̂2·b)〉 =
∫
Λ

℘(λ)Aa(λ)Bb(λ)dλ, (19)

where Λ represents the set of all possible values of λ.

In the present context, Aa(λ) and Bb(λ) are functions defining the possible measurement results

or the eigenvalues of the measured observables. Since we do not know the values of the hidden

parameters λ, we must integrate over all the possible values λ ∈ Λ. Because ℘(λ) is supposed to be a

normalized probability distribution, we have

∫
Λ

℘(λ)dλ = 1, (20)

and, given the values (18), we also have

−1 ≤ 〈a,b〉 ≤ +1, (21)
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where I have rewritten the expression 〈(σ̂1·a) (σ̂2·b)〉 in the simplified form 〈a,b〉. Our aim is to

compare the prediction of a deterministic HV theory as expressed by Eq. (19) with the quantum

mechanical expectation value, which for the singlet state |Ψ0〉 [Eq. (10)] is given by

〈a,b〉Ψ0
= 〈Ψ0 |(σ̂1·a) (σ̂2·b)|Ψ0〉 = −a · b. (22)

This result can be derived when considering the previous products between observables and vectors

as sum of Cartesian components

σ̂1 · a = ax

[
0 1

1 0

]
1

+ ay

[
0 −ı
ı 0

]
1

+ az

[
1 0

0 −1

]
1

, (23a)

σ̂2 · b = bx

[
0 1

1 0

]
2

+ by

[
0 −ı
ı 0

]
2

+ bz

[
1 0

0 −1

]
2

, (23b)

The expectation value on the singlet state (11) of these two products gives 9 terms, of which the

first three have the form

〈Ψ0 |axbxσ̂1xσ̂2x|Ψ0〉 = 〈Ψ0| axbx√
2

[
0 1

1 0

]
1

[
0 1

1 0

]
2

×
[(

1

0

)
1

⊗
(

0

1

)
2

−
(

0

1

)
1

⊗
(

1

0

)
2

]

= 〈Ψ0 |−axbx|Ψ0〉 = −axbx . (24)

Indeed, similar calculations show that we also have〈
Ψ0

∣∣∣aybyσ̂1yσ̂2y

∣∣∣Ψ0

〉
= −ayby and 〈Ψ0 |azbzσ̂1zσ̂2z|Ψ0〉 = −azbz. (25)

The remaining six cross terms are instead all zero, so that we may finally conclude that

〈Ψ0 |(σ̂1·a) (σ̂2·b)|Ψ0〉 = −(axbx + ayby + azbz) = −a · b. (26)

When the two orientations a and b are parallel, quantum mechanical calculations [see Eq. (15)] show

that

〈a, a〉Ψ0
= −1, (27)

as it should be since there is a perfect anticorrelation (spin–up versus spin–down) between the results

of the two measurements.

Since the value given by Eq. (27) for perfect anticorrelation is an experimental fact, also a HV

theory must satisfy this requirement. On the other hand, 〈a, a〉 = −1 holds if and only if we also have

Aa(λ) = −Ba(λ), (28)

for any direction a. In this case, Eq. (19) reaches the minimum value [see also Eq. (21)]. Under this

assumption, we can drop any reference to the B device and rewrite Eq. (19) as

〈a,b〉 = −
∫

dλ℘(λ)Aa(λ)Ab(λ). (29)

Now we consider two alternative orientations, say b and c, of the spin measurement of particle 2:

〈a,b〉 − 〈a, c〉 = −
∫

dλ℘(λ)[Aa(λ)Ab(λ) − Aa(λ)Ac(λ)]

=

∫
dλ℘(λ)Aa(λ)Ab(λ)[Ab(λ)Ac(λ) − 1], (30)
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because of the property (18) and since, for any orientation n, we have [An(λ)]2 = 1, which implies

Aa(λ)Ab(λ)Ab(λ)Ac(λ) = Aa(λ)Ac(λ). (31)

Then, from Eq. (30) we may prove the inequality

| 〈a,b〉 − 〈a, c〉 | ≤
∫

dλ℘(λ)[1 − Ab(λ)Ac(λ)]. (32)

This result is obtained when one considers that for any integrable function f (x), we have∣∣∣∣∣
∫

dx f (x)

∣∣∣∣∣ ≤
∫

dx | f (x)| , (33)

and, given again the property (18), we also have

|Ab(λ)Ac(λ) − 1| = 1 − Ab(λ)Ac(λ). (34)

Therefore, given the property (20) we finally obtain

| 〈a,b〉 − 〈a, c〉 | ≤ 1 + 〈b, c〉 , (35)

where

〈b, c〉 = −
∫

dλ℘(λ)Ab(λ)Ac(λ). (36)

A reformulation of the Bell inequality (35) is the so-called CHSH inequality, a widely used form,

∣∣∣〈a,b〉 + 〈
a,b′

〉
+

〈
a′,b

〉 − 〈
a′,b′

〉∣∣∣ ≤ 2, (37)

where a′ is a setting alternative to a as well as b′ to b. We may associate to this inequality the

following Bell operator:

B̂ = σ̂1 · a
(
σ̂2 · b + σ̂2 · b′

)
+ σ̂1 · a′

(
σ̂2 · b − σ̂2 · b′

)
= (σ̂1 · a) (σ̂2 · b) + (σ̂1 · a)

(
σ̂2 · b′

)
+

(
σ̂1 · a′

)
(σ̂2 · b) +

(
σ̂1 · a′

) (
σ̂2 · b′

)
, (38)

which will play a crucial role later on. I recall indeed that e.g. 〈a,b〉 is a shorthand for 〈(σ̂1·a) (σ̂2·b)〉,
which allows us to write ∣∣∣∣〈B̂〉∣∣∣∣ ≤ 2 . (39)

4 Experiments and Loopholes

Tests of the Bell theorem already started in the mid of 1970s. However, several loopholes were dis-

covered that affected these early experiments and could be dealt with step by step. The first loophole
we consider is the locality loophole. In all experiments, one should consider the possibility that the

result of a measurement obtained by using a certain polarizer direction depend on the orientation of

the other polarizer. This problem was overcome by Aspect’s team [1] as outlined in Fig. 1.

Another difficulty (second loophole) concerns the angular correlation: Because of the cosine–

squared angular correlation of the directions of the photons emitted in an atomic cascade, an inherent

polarization decorrelation is present. Hence the very polarization correlation which could result in a
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Figure 1. One should consider the possibility that the results obtained using a certain polarization direction could depend on

the other polarizer. (a) Friedman–Clauser experiment: The correlated photons γA, γB coming from the source S impinge upon

the linear polarizers A, B oriented in directions a,b, respectively. (b) Experiment proposed by Aspect: The optical commutator

CA directs the photon γA either towards polarizer A1 with orientation a1 or to polarizer A2 with orientation a2. Similarly

for CB for B1 and B2. The two commutators work independently (the time intervals between two commutations are taken to

be stochastic). The four joint detection rates are monitored and the orientations a1, a2,b1,b2 are not changed for the whole

experiment. l is the separation between the switches.

KDP
UV

UVF

C

NDF 90° Rot.

1C
2

Pol. θ1

Pol. θ 2

IF

IF D2

D1

i

s

Ampl.

Counter

Counter

TDC  PDP
11/23+

BS

Ampl.

M1

M2

Figure 2. Because of the cosine–squared angular correlation of the directions of the photons emitted in an atomic cascade, an

inherent polarization decorrelation is present. Outline of the Alley–Shih and Ou–Mandel’s experiment. Light from the 351.1–

nm line of an argon–ion laser falls on a non–linear crystal of potassium dihydrogen phosphate (KDP), where down-converted

photons of wavelength of about 702 nm are produced. Down–conversion can be tuned in order that linearly polarized signal and

idler photons emerge at angles of about ±2◦ relative to the ultraviolet (UV) pump beam with the electric vector in the plane of

the diagram. The idler (i) photons pass through a 90◦ polarization rotator, while the signal (s) photons traverse a compensating

glass plate C1 producing an equal time delay. The two photons are then directed from opposite sides towards a beam splitter

(BS). The input to the BS consists of an x–polarized s–photon and of a rotated y–polarized i–photon. The light beams emerging

from BS, consisting of a mixing of i-photons and s-photons, pass through linear polarizers set at adjustable angles θ1 and θ2,

through similar interference filters (IF) and finally fall on two photodetectors D1 and D2. The photoelectric pulses from D1 and

D2 are amplified and shaped and fed to the start and stop inputs of a time-to-digital converter (TDC) under computer control

which functions as a coincidence counter.

violation of one of the Bell inequalities is reduced for non–collinear photons. The problem can be

overcome by using SPDC sources instead of atomic cascade ones [14]. Pairs of photons resulting

from SPDC can have an angular correlation of better than 1 mrad, although in general they need not

be collinear. The set up is shown in Fig. 2.

A further issue (third loophole) is represented by the detection loophole. In fact, we may raise

the question of how high the detection efficiencies must be for the experimental confirmation of the
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spatial
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1
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Figure 3. The question is how high the detection efficiency must be for the experimental confirmation of the quantum

predictions. In Aspect’s experiment the required is 83%. With SPDC experiments, we are obliged to discard part of the counts

(when both photons are in the same channel). Proposed experiment for solving the detection loophole. A possible solution is

to directly produce a pair of photons in a singlet–kind state avoiding in this way any post–selection.

(a) An ultraviolet pump photon may be spontaneously down-converted in either of two nonlinear crystals, producing a pair

of collinear orthogonally polarized photons at half the frequency (type–II phase matching). The outputs are directed toward a

second PBS. When the outputs of both crystals are combined with an appropriately relative phase φ, a true singlet- or triplet-like

state may be produced. By using a half-wave plate (HWP) to effectively exchange the polarizations of photons originating in

crystal 2, one overcomes several problems arising from nonideal phase matching. An additional mirror is used to direct the

photons into opposite direction towards separated analyzers.

(b) A typical analyzer, including an HWP to rotate by θ the polarization component selected by the analyzing BS, and precision

spatial filters to select only conjugate pairs of photons. In an advanced version of the experiment, the HWP could be replaced

by an ultrafast polarization rotator (such as Pockels or Kerr cells) to close also the locality loophole.

quantum theoretical predictions. The problem with SPDC–type experiments is that, even with high

detection efficiency, one must discard part of the counts, since we are obliged to discard all events

where both photons are in the same channel, and one could rise the question whether this selection

might represent a bias. Even though this is a remote possibility, in order to exclude any ambiguity a

more refined solution is required [12]. A possibility is to directly produce a pair of photons in singlet–

type state, thus avoiding any post–selection. One of the first proposals for doing this is shown and

summarized in Fig. 3. By means of this apparatus it is possible to produce output photons in the state

|Ψ〉 � |v〉3 |h〉4 + eıφ (|h〉3 |v〉4) . (40)

5 Non–Locality and Information

I have a general remark. Given any quantum system described by the density matrix ρ̂, its von Neu-

mann entropy is [11]

S (ρ̂) = −Tr(ρ̂ ln ρ̂) . (41)

In fact, the density matrix can be seen as the operator which carries maximal information about the

state of the system. If we consider an orthonormal basis {|bk〉} of eigenvectors of the density operator
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ρ̂ for a system S such that

ρ̂ |bk〉 = rk |bk〉 , (42)

where the rk’s are the eigenvalues of ρ̂, we may rewrite Eq. (41) as

S (ρ̂) = −
∑

j

r j ln r j , (43)

The eigenvectors |bk〉 are the possible outcomes of a measurement when we choose to measure the

observable of which they are eigenvectors. Let us define the entanglement between systems [5] 1 and

2 as

E(1, 2) = S (1, 2) − S (1) − S (2) , (44)

where S (1, 2) is the joint (total) entropy of systems 1 and 2, and

S (1) = S (̂1) and S (2) = S (̂2) (45)

are the entropies calculated on the reduced density matrices of the subsystems 1 and 2, respectively,

relative to ρ̂12. This reflects the fact that entanglement is a quantum form of mutual information: Two

entangled systems are correlated because they share an amount of information that is not foreseen

classically: indeed the possible outcomes are interdependent.

Are there specific quantum mechanical bounds on information acquisition? Is the bound found

with inequality (35) a necessity or are there more rigorous bounds? And if they are, what is their

meaning? Let us take advantage of the CHSH inequality (37). Since each of the terms in Eq. (37)

lies between −1 and +1 [Eq. (21)], the natural upper bound for the entire expression is +4. This is

precisely the case if we demand that the probabilities satisfy only the causal communication constraint

[16], i.e., that they do not violate relativistic locality (what is called non–signaling requirement). In

this case, we have

∣∣∣〈a,b〉 + 〈
a,b′

〉
+

〈
a′,b

〉 − 〈
a′,b′

〉∣∣∣ ≤ 4 or
∣∣∣∣〈B̂〉∣∣∣∣ ≤ 4 . (46)

Indeed, the non–signaling requirement is that the operations one can perform locally here are not

influenced by the operations one performs elsewhere, which implies in particular that the probability

to obtain a certain outcome (say 1) when choosing the direction a is independent from the outcomes

(either + 1 or -1) when elsewhere one choses a direction b or b′, that is,

℘a,b(1, 1) + ℘a,b(1,−1) = ℘a,b′ (1, 1) + ℘a,b′ (1,−1). (47)

Similar considerations hold for any direction. If we consider only this requirement, we are allowed to

build the set of probabilities

℘a,b(1, 1) = ℘a,b(−1,−1) =
1

2
, ℘a,b′ (1, 1) = ℘a,b′ (−1,−1) =

1

2

℘a′,b(1, 1) = ℘a′,b(−1,−1) =
1

2
, ℘a′,b′ (1,−1) = ℘a′,b′ (−1, 1) =

1

2
, (48)

while all other probabilities are zero and where I remark that only the ℘a′,b′ probabilities show anti–

correlation.

All the four different expectation values in inequality (46) can be formulated as the following one:

〈a,b〉 = ℘a,b(1, 1) + ℘a,b(−1,−1) − ℘a,b(1,−1) − ℘a,b(−1, 1), (49)
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where the negative sign of the latter two probabilities is due to the fact that both represent anticor-

relations. However, this expectation value in the paramount case in which all probabilities are equal

mirrors the separability condition (17), i.e., the absence of correlations (〈a,b〉 = 0) between the two

systems. Due to the above assumptions, however, the latter two probabilities are zero so that the whole

expression is reduced to

〈a,b〉 = ℘a,b(1, 1) + ℘a,b(−1,−1), (50)

and similarly for the other three correlations. In this way, taking into account the probabilities (48),

the upper bound 4 of inequality (46) is easily obtained.

Let Ôa, Ôa′ , Ôb, Ôb′ be arbitrary Hermitian operators on a Hilbert spaceH satisfying the condition

[Ôa, Ôb] = 0 and so on for the other couples (a, b′), (a′, b), (a′, b′) [17]. Moreover, each operator has

eigenvalues 1 and −1. We define a generalization of the Bell operator (38), since we are no longer

considering the spin observable only,

B̂ = ÔaÔb + Ôa′Ôb + ÔaÔb′ − Ôa′Ôb′ . (51)

From the previous assumptions, it follows that the square of each operator is equal to the identity,

which implies

2
√

2 − B̂ =
1√
2

[
(Ôa)2 + (Ôa′ )2 + (Ôb)2 + (Ôb′ )2

]
− B̂

=
1√
2

⎡⎢⎢⎢⎢⎢⎣
(
Ôa − Ôb + Ôb′

√
2

)2

+

(
Ôa′ − Ôb − Ôb′

√
2

)2⎤⎥⎥⎥⎥⎥⎦ = Â. (52)

Now, we wish to prove that B̂ can be expanded as above and that:∣∣∣∣〈B̂
〉∣∣∣∣ ≤ 2

√
2 . (53)

Let us expand the operator Â as

1√
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣(Ôa)2 +

(
Ôb + Ôb′

)2

2
− 2

Ôa
(
Ôb + Ôb′

)
√

2
+ (Ôa′ )2 +

(
Ôb − Ôb′

)2

2
− 2

Ôa′
(
Ôb − Ôb′

)
√

2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

1√
2
· 1

2
√

2

[
2
√

2(Ôa)2 +
√

2(Ôb)2 +
√

2(Ôb′ )2 + 2
√

2ÔbÔb′ − 4ÔaÔb − 4ÔaÔb′

+2
√

2(Ôa′ )2 +
√

2(Ôb)2 +
√

2(Ôb′ )2 − 2
√

2ÔbÔb′ − 4Ôa′Ôb + 4Ôa′Ôb′
]

=
1

4

[
2
√

2(Ôa)2 +
√

2(Ôb)2 +
√

2(Ôb′ )2 + 2
√

2(Ôa′ )2 +
√

2(Ôb)2 +
√

2(Ôb′ )2

+2
√

2ÔbÔb′ − 2
√

2ÔbÔb′ − 4ÔaÔb − 4ÔaÔb′ − 4Ôa′Ôb + 4Ôa′Ôb′
]

=
1

4

[
2
√

2
(
(Ôa)2 + (Ôb)2 + (Ôa′ )2 + (Ôb′ )2

)
− 4

(
ÔaÔb + Ôa′Ôb + ÔaÔb′ − Ôa′Ôb′

)]

=
1

4

(
8
√

2 Î − 4B̂
)
. (54)

This proves the expansion of B̂. Now, consider that the sum or the difference between Hermitian

operators is itself a Hermitian operator, which shows that the following two operatorial expressions

are Hermitian:

Ôb + Ôb′

√
2

and
Ôb − Ôb′

√
2

. (55)
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The last step implies that also

Ôa − Ôb + Ôb′

√
2

and Ôa′ − Ôb − Ôb′

√
2

(56)

are. Therefore, the operator

Â =
1√
2

⎡⎢⎢⎢⎢⎢⎣
(
Ôa − Ôb + Ôb′

√
2

)2

+

(
Ôa′ − Ôb − Ôb′

√
2

)2⎤⎥⎥⎥⎥⎥⎦ , (57)

which consists of the sum of squares of Hermitian operators, has clearly an expectation value

〈
Â
〉
≥ 0. (58)

Since by taking the mean value on both sides of Eq. (53) we have

〈
Â
〉
= 2

√
2 −

〈
B̂
〉
, (59)

this leads to the conclusion:〈
B̂
〉

≤ 2
√

2. (60)

A similar argument leads to〈
B̂
〉

≥ −2
√

2, (61)

which finally implies ∣∣∣∣〈B̂
〉∣∣∣∣ ≤ 2

√
2. (62)

The importance of Tsirelson result lies in the fact that it proves that quantum mechanics does not
fill the entire gap between the bounds set by Eqs. (37) and (46). The former inequality sets bounds

(i.e., 2) for classical separable theories whilst quantum mechanics satisfy the bound 2
√

2, which is

still stricter than the bound (i.e., 4) imposed by inequality (46). In other words, quantum mechanics

certainly allows for correlations that are not allowed by classical HV theories. However, there is a

wide spectrum of "hyper–correlations" that do not contradict causal communication constraints (they

satisfy the bound imposed by inequality (46)) but are nevertheless not allowed by quantum mechanics

(since they do not satisfy inequality (62)). Therefore, we need still to clarify the relations between

these different bounds.

To examine this point, let us reformulate the CHSH inequality (37) as an equality with the maximal

bound attainable, i.e., B=2, which could be rewritten as [13]

1

2
B − 1 = 0, (63)

where B expresses again the Bell operator written in terms of a numerical parameter B. However we

are interested in more general cases than those allowed by the classical separability requirement. In

those case, instead of putting a 0 on the right-hand side we write another numerical parameter, D, as

follows:

D =
1

2
B − 1. (64)

Moreover, we like to write the parameter B as a combination of correlations C jk (where j, k =
a, b, a′, b′) expressed in informational terms, that is, with j, k = 1, 0. We would also like to express the
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possible outputs when Alice and Bob measure in informational term 1,0. In other words, instead of

speaking of polarization directions a, a′, b, and b′, or of observables Ôa, Ôa′ , Ôb, Ôb′ , we would like to

introduce generic inputs a, b = 0 and a′, b′ = 1. Moreover, instead to have possible results −1, 1, we

like to introduce information outputs 0,1. With these assumptions, we rewrite the correlation 〈a,b〉 for

the non–signaling case as expressed in the formula (50) as the sum of two conditional probabilities:

C00 = ℘(11|00) + ℘(00|00), (65a)

where what follows the vertical lines are the inputs and what precedes the vertical line the outputs.

Similarly, we have

C10 = ℘(11|10) + ℘(00|10), C01 = ℘(11|01) + ℘(00|01), C11 = ℘(10|11) + ℘(01|11),

where the first equality is a reformulation of the correlation 〈a′,b〉, the second of the correlation 〈a,b′〉,
and the latter of the correlation 〈a′,b′〉, and again I remark that only the latter one is an anticorrelation.

Then we can write:

D =
1

2
B − 1

=
1

2
(C00 + C01 + C10 − C11) − 1. (66)

Let us now introduce a simplification. In the case in which

C00 = C01 = C10 = −C11 ≥ 0, (67)

we can write

C = C00 = C01 = C10 = −C11, (68)

which implies B= 4C (or C = B/4) that allows us to make the parameter D dependent on C and to

rewrite the expression (66) as

D(C) =
1

2
· 4C − 1 = 2C − 1. (69)

It is easy to see that

• When C = 1 we also have D = 1, which implies that Bns = 4, which is precisely the non–signaling

case (when only the causal requirement in the transmission of signals is observed).

• Instead, we have the classical separability Bc = 2 when C = 1/2 and D = 0.

• In the quantum case, we have Bq = 2
√

2 when C = 1/
√

2 and D =
√

2 − 1.

To have a concrete model, let us briefly consider how teleportation works [7]. The eigenbasis of the

Bell operator is given by

∣∣∣Ψ−〉
12
=

1√
2

(|↑〉1 |↓〉2 − |↓〉1 |↑〉2) , (70)

∣∣∣Ψ+〉
12
=

1√
2

(|↑〉1 |↓〉2 + |↓〉1 |↑〉2) , (71)

∣∣∣Φ−〉
12
=

1√
2

(|↑〉1 |↑〉2 − |↓〉1 |↓〉2) , (72)

∣∣∣Φ+〉
12
=

1√
2

(|↑〉1 |↑〉2 + |↓〉1 |↓〉2) . (73)
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Figure 4. Scheme of teleportation: the fact that each measurement result is mapped in a certain way to the

input information I allows through the ebit that Alice classical instructs Bob about the kind of operation to be

performed. It is a code.

The state of the three particles can be described as

|Ψ〉123 =
1

2

[∣∣∣Ψ−〉
12

(−c |↑〉3 − c′ |↓〉3) + ∣∣∣Ψ+〉
12

(−c |↑〉3 + c′ |↓〉3)
+

∣∣∣Φ−〉
12

(
c |↓〉3 + c′ |↑〉3) + ∣∣∣Φ+〉

12

(
c |↓〉3 − c′ |↑〉3)] . (74)

It suffices an unitary operation (a mechanical instruction) to recover the information of Particle 1 on

3 once the Bell operator has been measured:

Û1 =

[ −1 0

0 −1

]
; Û2 =

[ −1 0

0 1

]
; Û3 =

[
0 1

1 0

]
; Û4 =

[
0 1

−1 0

]
(75)

We can assume an information causality principle which (in a teleportation protocol) relates to the

amount of information that Bob can gain about a data set belonging to Alice, the contents of which

are completely unknown to him [15]. Using all his local resources (which may be correlated with

her resources) and allowing classical communication from Alice to Bob, the amount of information

that the latter can recover is bounded by the information volume (n) of the communication. Namely,

if Alice classically communicates n bits to Bob, the total information obtainable by Bob cannot be

greater than n. Consider the easiest case in which a two-bit information has been classically transmit-

ted. Then, Bob can at most recover this information (the instruction to perform a particular unitary

operation out of four on his particle) and not the whole set of potential information from which Alice

has selected the message she has sent. Then, in this simple case, the acquired information must be

bound as

I ≤ 2, (76)

since lg 4 = 2. However, if the sole causal (non–signaling) requirement would rule this information

exchange, Bob would indeed recover 4 bits (the whole code mapping four outcomes into four opera-

tions), thus violating the information causality principle. Therefore, the amazing result that was found

by Zukowski et al. is that a hypothetical theory which fulfill the requirements of causality but exceeds

the Tsirelson bound, also violate the principle of information causality.
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Let Ô1 and Ô2 be two observables on subsystems S1 and S2 of a system S, respectively, and

℘(oa, a; ob,b) be the probability that the results of a measurement of Ô1 on S1 and Ô2 on S2 yield

oa and ob when certain settings of the measurement apparata are a and b, respectively. Since this

assumption is of absolute generality, we not need to consider the specific spin model previously intro-

duced.

According to Eberhard, the probability distribution of Ô1 (or Ô2), independently of the measure-

ment operations on Ô2 (or Ô1), obtained by integrating or summing the probabilities ℘(oa, a; ob,b)

over the possible outcomes ob (or oa), needs to be independent of the other setting b (or a), that is, the

two probabilities must depend on local settings only [9]:

∑
ob
℘(oa, a; ob,b) = ℘(oa, a) ;

∑
oa
℘(oa, a; ob,b) = ℘(ob,b). (77)

According to Eberhard, if this requirement were violated, we would have a causal non–local inter-
dependence between the two subsystems. Actually, a violation of the above requirement does not

necessarily imply a non–local causal interconnection because there could still be a form of interde-

pendence but satisfying the non–signaling requirement.

In order to prove the theorem, let

P̂oa,a = |oa, a〉 〈oa, a | and P̂ob,b = |ob,b〉 〈ob,b | (78)

be the projectors on the state |oa, a〉 of subsystem S1 when the setting is a and the outcome |oa〉, and

on the state |ob,b〉 of subsystem S2 when the setting is b and the outcome |ob〉, respectively, and ρ̂ a

density matrix which represents the compound state of S = S1 +S2. The probability ℘(oa, a) that, by

measuring the observable Ô1 on S1, we obtain the outcome |oa〉 (or the eigenvalue oa), is

℘(oa, a) = Tr
[
P̂oa,aρ̂

]
. (79)

After a measurement of Ô1 when the setting is a with result oa we obtain the transformation

ρ̂ �→ ρ̂′ =
P̂oa,aρ̂P̂oa,a

℘(oa, a)
. (80)

If we perform a second measurement on the second subsystem, the conditional probability of obtain-

ing |ob〉 (or ob) by measuring Ô2 when the setting is b, is given by

℘′(ob,b|oa, a) = Tr
[
P̂ob,bρ̂

′] = Tr
[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
℘(oa, a)

. (81)

For any events A and B, the classical probability calculus tells us that the probability of their joint

occurrence can be expressed as

℘(A, B) = ℘(A)℘(B|A). (82)

Therefore, the joint probability of obtaining the two results oa and ob given the settings a and b, is

given by combining Eqs. (79) and (81):

℘(oa, a; ob,b) = ℘(oa, a)℘′(ob,b|oa, a)

= ℘(oa, a)
Tr

[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
℘(oa, a)

= Tr
[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
. (83)
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Given these assumptions, we can obtain the following result that is in accordance with Eqs. (77):∑
oa

℘(oa, a; ob,b) = Tr
∑
oa

[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
= Tr

[
P̂ob,bρ̂

]
= ℘(ob,b). (84)

To derive this result, first note that∑
oa

Tr
[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
= Tr

∑
oa

[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
. (85)

Moreover, I have made use of the cyclic properties of the trace, i.e., given any three arbitrary

observables, we have

Tr
[
Ô1Ô2Ô3

]
= Tr

[
Ô3Ô1Ô2

]
= Tr

[
Ô2Ô3Ô1

]
. (86)

This property implies that

Tr
∑
oa

[
P̂ob,bP̂oa,aρ̂P̂oa,a

]
= Tr

∑
oa

[
P̂oa,aP̂ob,bP̂oa,aρ̂

]
. (87)

Moreover, P̂oa,a and P̂ob,b commute because they pertain to different subsystems, and therefore we

have

Tr
∑
oa

[
P̂oa,aP̂ob,bP̂oa,aρ̂

]
= Tr

∑
oa

[
P̂ob,bP̂oa,aP̂oa,aρ̂

]
. (88)

However, any orthogonal set of projectors {P̂oa,a} satisfies the two properties P̂2
oa,a = P̂oa,a and∑

oa
P̂oa,a = Î, from which we finally obtain

Tr
∑
oa

[
P̂ob,bP̂oa,aP̂oa,aρ̂

]
= Tr

[
P̂ob,bρ̂

]
. (89)

We may proceed in a similar way starting from the conditional probability ℘′(oa, a|ob,b) in order to

derive the second equality (77).

What would happen in a world in which the quantum bound is violated but the locality (non–

signaling) requirement is satisfied [3]? Let us now reformulate the quantum–mechanical Eqs. (77) in

analogy with Eq. (47) as

℘a,b(1, 1) + ℘a,b(1,−1) = pa(1) and ℘a,b(1, 1) + ℘a,b(−1, 1) = ℘b(1), (90)

and similarly for the other outcomes. This clearly shows that quantum mechanics requires a full

independence of the settings (here expressed by the orientation a), which need to be local operations

performed in complete separation from other operations that could be performed elsewhere. Quantum

correlations are indeed interdependencies of possible outcomes and not of settings. In other words, a

violation of the quantum mechanical bound (and of the information causality principle) would imply

that there are correlations between settings. If we consider the abstract forms (65) in which I have

written the correlations entering in the CHSH inequality, we see that they are expressed in terms of

pure conditional probabilities of the form ℘(11|00) Following the customary approach in quantum

mechanics (and our physical experience) we have naturally interpreted probabilities of this form as

expressing e.g. the probability that both Alice and Bob get the output 1 given that they have both

chosen the setting 0. In fact, if Bob knows which was the setting of Alice (whether 0 or 1) he is able

to infer which was her outcome. On this procedure is indeed based quantum cryptography.

However, nothing forbids to interpret such a probability as telling us that, in a Bayesian inversion,

Bob is able to predict that Alice has chosen the setting 1 once that he knows that he and Alice have

obtained the outcome 0. This is still allowed by the non–signaling condition (47). As a matter of fact,

given Eqs. (65), Bob is able to predict any setting of Alice if he knows her outcome:
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• If Bob choses the setting 0, obtains the outcome 0 and knows that A has also obtained the outcome

0, he knows that she has chosen the setting 0;

• If Bob choses the setting 1, obtains the outcome 0 and knows that A has also obtained the outcome

0, he knows that she has chosen the setting 1;

• If Bob choses the setting 0, obtains the outcome 0 and knows that A has obtained the outcome 1, he

knows that she has chosen the setting 0;

• If Bob choses the setting 1, obtains the outcome 0 and knows that A has obtained the outcome 1, he

knows that she has chosen the setting 1;

• If Bob choses the setting 0, obtains the outcome 1 and knows that A has obtained the outcome 0, he

knows that she has chosen the setting 0;

• If Bob choses the setting 1, obtains the outcome 1 and knows that A has obtained the outcome 0, he

knows that she has chosen the setting 1;

• If Bob choses the setting 0, obtains the outcome 1 and knows that A has also obtained the outcome

1, he knows that she has chosen the setting 1;

• If Bob choses the setting 1, obtains the outcome 1 and knows that A has also obtained the outcome

1, he knows that she has chosen the setting 0.

6 Conclusion

In a world in which settings (and not only outcomes) are shared and so there would be kinds of non–

local settings, this would imply that also information codification is shared. Indeed, it can be shown

that information codification deals with the choice of a basis which in a measurement context is the

choice of a setting. In other words, in a world showing hyper–correlations based on the sharing of

settings, information codification would be no longer a local procedure.

The fact that this is forbidden justifies quantum information as a general theory of information

since

• It satisfies and saturates the bounds that are imposed by the principle of information causality, and

in so doing

• It also sets specific constraints on both the possible interdependencies and the possible interactions

(also causal interconnections) in our universe.

The most general conclusion is that information can be defined as correlation among possible out-

comes or events, as we have seen above for the mutual–information expression of entanglement.
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AAfter a period of gestation 
in the first quarter of the 
xxth century, Quantum 
Mechanics, as a compre-
hensive ab initio theory that 

could be applied to any physical situa-
tion, opened up a new era of physics, as 
it was able to describe in a quantitative 
and accurate way many systems: atoms, 
molecules, solids, electromagnetic fields 
... Because of this amazing success, there 
was no doubt among the community of 
physicists concerning the validity of 
quantum theory and of its predictions. 
But this was not the case for the precise 
understanding of the concepts intro-
duced, which have been, and are still, 
the object of debate [1]. Schrödinger, 
as a start, introduced the wavefunction 
ψ(r) without knowing the exact nature 
of it. Born postulated that its square gi-
ves the probability of presence at point r 

and stressed the fundamental stochastic 
character of the measurement in quan-
tum mechanics. He wrote it in a short 
footnote at the bottom of his paper [2], 
and for these few words he was rewarded 
with the Nobel prize! This in turn raised 
a wealth of questions: does the wave-
function, and more generally the state 
vector |ψ, describe a single particle or 
an ensemble of particles? Is the intrin-
sic randomness of the measurements 
a fundamental feature of the quantum 
world, or the reflection of our present 
ignorance? These questions, and many 
others, were the object of intense discus-
sions, in particular between Einstein and 
Bohr, at the occasion of the Solvay mee-
tings, and contributed to clarify, if not 
solve, the issues at stake. Following the 
1935 “EPR” paper of Einstein, Podolsky 
and Rosen [3], and the reactions to this 
paper by Schrödinger [4] and Bohr, 

In 1935, Schrödinger introduced the word 
"entanglement" to describe a situation examined in 
the famous Einstein-Podolsky-Rosen paper published 
a few months before. The proper nature of quantum 
correlations that exist when a two-partite system is in an 
entangled state was a subject of controversy.  In contrast 
to many other subjects, the debate about the nature  
of entanglement came quite recently to an end. 
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behaviour does not require any phy-
sical link between the two photons, 
just the application of basic quantum 
mechanics rules. The argument can 
be extended to measurements using 
polarizers of different orientations 
than vertical and horizontal that also 
exhibit correlations.

Of course, correlations do exist 
also in the classical world. They are 
even often the basis of scientific ap-
proach in many domains of science, 
for example in sociology, where cor-
relations between apparently un-
connected parameters constitute a 
privileged way to find causal chains. 
Let us consider the following classi-
cal situation: a jeweller, named J, has 
a stock of earring pairs, 50% in silver, 
50% in gold. J randomly choses one 
pair and sends one earring of the 
pair to Alice (A) in Australia, and 
the other to Beatrice (B) in Brazil. 
When A receives her earring, she 
finds that it is for example a gold 
one. She then immediately knows, 
whatever the distance between 
them, that B will receive also a gold 
one. This is a classical case of perfect 
correlations. Though it seems that 
some kind of information has been 
transmitted instantaneously, there is 
no superluminal effect, because the 
information that A has on B's jewel 
is "private". The information is ef-
fective and measurable only when 
A sends a mail to B to communicate 
him the list of earrings she has re-
ceived, so that Bob can effectively 
compare to its known list and mea-
sure the correlation.

The classical and quantum situa-
tions that we have just described 
seem at first sight quite similar. This 
is however not the case: in the clas-
sical example, each earring sent by J 
is made of a definite metal, a "solid" 
property that is carried all along by 
the earring. In the quantum example, 
there is no predetermined value of the 
spin orientations at the level of the en-
tangled state generation. In addition, 
the randomness of measurements in 
the classical example arises from the 
random choice of earring pairs made 
by J, not from the probabilistic nature 
of quantum measurements.

A tempting resolution of the 
puzzling aspects of the quantum case 
is to mimic the classical situation by 
introducing for the two components 
of each photon pair a "tag" that iden-
tifies their common polarization and 
is carried all the way to Alice and Bob 
detectors. The value of this tag, named 
"hidden parameter", is not controlled, 
so that one has access only to averages 
over the values of this parameter. This 
simple picture leads to values of pola-
rization correlations that are identical 
to the quantum prediction. 

 The introduction of a supplemen-
tary variable implies that the present 
state of quantum physics is not com-
plete. The possible future mastering 
of this parameter would eliminate 
the random character of the quantum 
measurements. This interpretation 
of Quantum Mechanics was defended 
by Einstein (every physicist has in 
mind his famous statement: "The 
Old One does not play dice").

Figure 1: Sketch 
of an experimental 
set-up testing 
Bell inequality on 
a polarization-
entangled two 
photon state. PR: 
polarization rotator; 
PBS: polarizing 
beamsplitter; 
SPD: single 
photon detector.

the discussion focussed on the des-
cription of two-particle states and 
on the characterization of correla-
tions between the measurements 
performed on these particles, their 
analogies and differences with the 
classical ones. 

Let us take as an example the pola-
rization states of two photons, labeled 
1 and 2. We note |V1|V2 the quantum 
state of two photons of vertical pola-
rization, and |H1|H2 the state of two 
photons of horizontal polarization. A 
basic feature of Quantum Mechanics 
is the superposition principle, which 
states that any linear combination of 
quantum states is another bona fide 
quantum state. It has been popula-
rized by Schrödinger with his famous 
cat, superposition of a dead cat and 
an alive cat. We can therefore consi-
der the state

|ψ12= 1—
√—2

 (|H1|H2 + |V1|V2)

It is easy to show that this state 
cannot be written as a product of 
separate polarization states for 
each photon, so that is not possible 
to ascribe any polarization state to 
them separately. The two-photon 
state must be considered globally. 
If one measures the polarization of 
photon 1 using a polarizer of vertical 
orientation we have 50% probability 
of finding him with polarization V 
or H. If we find H for example, the 
measurement projects the quantum 
state of photon 1 on state |H1 and the-
refore the global state |ψ12 collapses 
on state |H1|H2. We are therefore 
sure that the polarization of pho-
ton 2 is also H, even when the two 
photons have been detected very far 
from each other. The same reasoning 
is true for a V measurement. There 
is therefore a perfect correlation 
between the measurements made 
on the two photons. For this reason 
the state |ψ12 is named an entangled 
state, the english translation of the 
German word "Verschränklung" 
introduced by Schrödinger, who 
coined this property, "not as ONE, but 
rather as THE characteristic trait of 
quantum mechanics”. This puzzling 
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In 1964, John Bell made two astonishing discoveries [5]: 
• He proved mathematically that the existence of hidden va-

riables is not just a philosophical position. It indeed implies a 
constraint on measurement results. It showed more precisely 
that the introduction in the theory of local (i.e. attached to 
each photon) supplementary variables has indeed a physical 
consequence: it implies a maximal value of 2 for a well-defined 
combination, labeled S, of correlations between polarization 
measurements made by Alice and Bob with two different set-
tings of the polarizer orientations. This is the famous “Bell 
inequality”, which shifted the debate about hidden variables 
to the domain of experimental physics. 

• He also exhibited specific experimental situations for which, 
according to the ordinary laws of quantum mechanics, one 
predicts a value of S bigger than 2 (Note that many entangled 
states do not violate Bell inequality).

Bell's discovery triggered a whole series of experiments [6,7]. 
In the oldest ones, performed in the 1970's, the entangled state 
was created by cascaded spontaneous emission on two succes-
sive atomic transitions, with two possible paths to the ground 
state. Most pairs of photons were lost because spontaneous 
emission is not directional, giving rise to a poor signal to noise 
ratio. One of the first experiments gave even an unexpected 
value of S smaller than 2. In experiments performed later in 
Berkeley and Houston, at the end of the 1970's, the use of laser 
excitation and improved detection schemes gave S values well 
above the noise floor. In the beginning of the 1980's the experi-
ment by A. Aspect and coworkers yielded values of S unquestio-
nably above 2, by more than 40 standard deviations. At the end 
of the 1990's spontaneous parametric down conversion in χ(2) 
nonlinear crystal replaced cascades to generate the two-photon 
polarization entangled states. Phase matching conditions give 
rise to signal and idler photons emitted in small solid angles, 
resulting in a significant increase in the quantum efficiency of 
detection. Nowadays, Bell inequality is strongly violated, and 
in a short integration time, in photonic systems, but also using 
two spin 1/2 entangled particles [9]. 

Such experimentally proven violations of Bell inequality 
convinced an overwhelming majority of physicists to reject 
local hidden variables. The debate was actually closed in the 
80's, after the Orsay experiments including a fast change of po-
larization settings during the photons time of flight.  However, 
some theorists raised objections related to the unavoidable 
imperfections of the experimental protocols. These objections, 
named "loopholes", are sound from a purely logical point of 
view, and as such deserve to be examined, but they imply very 
improbable behaviours of the experimental set-up (a kind of 
"detector conspiracy“) that are very unphysical. Objections 
concern the possibility of interaction information exchange 
between Alice and Bob polarization detectors, and a possible 
"unfair sampling" of the data that were detected, considering 
the limited collection efficiencies of the photon pairs. Starting 
from 1981 more and more sophisticated experimental set-ups 
strived to close this loopholes.



 58 www.photoniques.com  I Photoniques 107

 B ACK TO B A SIC S

CROSSWORDS ON QUANTUM TECHNOLOGIES
5

2
9 8

1 3 6

10

11 7

4 12

13

14

 1  Property of a quantum operator 
 2  Big atoms
  3    Up or down
 4 Inequality
 5 Obeys the Schödinger equation
 6 Paradox
 7 Bob's friend
 8    Only with bosons
 9  Physical quantity that can  

be measured
 10  States with less uncertainty  

in one quadrature
 11 First condensate
 12  Doppler, Sisyphus  

or evaporative
 13   Basic unit in  

quantum computing
 14  Only in quantum  

mechanics

SOLUTION ON PHOTONIQUES.COM



 

 

 

 

 

 

 











 Finally in 2015, the results of 3 
"loophole-free" experiments were pu-
blished [8-11]. Let us briefly describe 
the one performed by M. Giustina 
and co-workers in A. Zeilinger's group 
in the basement of the Hofburg castle 
in Vienna [10]: the entangled state is 
generated by spontaneous parame-
tric down conversion in a periodically 
poled nonlinear crystal and collected 
in two single mode fibers, at a rate 
of 3000 pairs per second. While the 
photons are in flight, fast random nu-
mber generators choose the two  po-
larization measurement settings. The 
distances between Alice, Bob, and the 
entangled state generator, of 30m, are 
large enough to prevent any kind of 
causal physical link between them. The 
detector quantum efficiency is 98%, 
thanks to the use of TES supraconduc-
ting Single Photon Detectors amplified 
by SQUID. In these optimized experi-
mental conditions, Bell inequality is 
violated by 11.5 standard deviations 
on a sample of 3,5.109 photon pairs.

After these experiments no serious 
physicist can now object that the hy-
pothesis of local realistic hidden va-
riables is ruled out by experiments 

and that an entangled state must be 
considered as a global, inseparable, 
entity whatever the distance between 
its two parties. In addition we must ad-
mit that the randomness of Quantum 
measurements cannot be related to 
our lack of knowledge about the sys-
tem. The non-existence of random 
hidden parameters tells us that it will 
not be possible to predict for example 
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when exactly an atom will decay by 
spontaneous emission: the quantum 
randomness is intrinsic.

Let us finally stress that Bell inequa-
lity violating entangled states are not 
only objects of basic theoretical inte-
rest. They are now privileged quan-
tum resources used in applications, 
such as Quantum Key Distribution 
and Quantum Teleportation. 
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Abstract 
The Einstein-Podolsky-Rosen paradox is resolved dynamically by using spin-dependent quantum 
trajectories inferred from Dirac’s equation for a relativistic electron. The theory provides a prac-
tical computational methodology for studying entanglement versus disentanglement for realistic 
Hamiltonians. 
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Entanglement, Correlation, Spin-Dependent Quantum Trajectory 

 
 

1. Introduction 
The Einstein-Podolsky-Rosen paradox [1] stating that quantum mechanics is incomplete because it violates local 
realism is resolved by Bell’s theorem [2], in which Bell’s inequality is violated by quantum mechanics as dem-
onstrated experimentally by Freedman and Clauser [3]. A less abstract way of saying this is the following: al-
though the deterministic description of causality as stated in Einstein’s special theory of relativity is violated, 
nevertheless causality cannot be violated by a physically correct quantum theory of electrons in which local 
realism is not observed due to the quantum nature of the motion. Such a physically correct theory is the quantum 
theory of a relativistic electron by Dirac [4] in which the principles of special relativity are incorporated in an 
equation of motion for a spin-1/2 particle. This statement must be true but yet there is a vagueness or highly ab-
stract character to our understanding of quantum entanglement even after it has been sorted out by the 
Bell-Freedman-Clauser work. This abstract character, which likely underlies the early perplexity of Einstein, 
Schroedinger, and others concerning entangled states, exists for two reasons. First electron-electron correlation 
is not understood in a dynamical sense. We know that two electrons must correlate in space and time, but corre-
lation is understood using time-independent or stationary-state quantum theory both nonrelativistically and rela-
tivistically. Second electron spin plays a fundamental role in quantum entanglement, but yet quantum entangle-
ment is understood using Schroedinger theory, in which the electron’s spin degree of freedom is absent. In prac-
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tical calculations the omission of spin in the equation describing electrons and their mutual interaction means 
that the quantum states for two or more electrons must be constructed empirically from experimental observa-
tion of how an aggregate of electrons behaves. In other words, there is no mathematical prescription in the 
many-electron Schroedinger equation itself for Fermi-Dirac statistics, and in fact in many-fermion numerical 
simulations, ad hoc procedures must be used to avert what is called bosonic collapse of the solution. Thus, a 
physically correct many-electron wave function must be constructed to obey the Pauli Exclusion Principle and 
Fermi-Dirac statistics. It is well known that a physically correct many-electron wave function in orbital and spin 
space must be antisymmetric with respect to electron exchange, which is a mathematical recipe to guarantee the 
Pauli Exclusion Principle and to reconstruct the dynamical information which is otherwise lost in statio-
nary-state theory. The Pauli Exclusion Principle and Fermi-Dirac statistics have only recently been demonstrat-
ed on an ab initio basis using a dynamical quantum theory of electron exchange-correlation in space and time [5] 
[6]. In this paper, I show that the previous work [5] [6] also provides an understanding in a dynamical sense of 
quantum entanglement and disentanglement.  

2. Dynamical Theory of Quantum Entanglement  
The Pauli exclusion principle, which is fundamental for fermion structure and collision problems, states that 
each fermion in an ensemble must have a unique set of four quantum numbers three for space and one for spin. 
For example a pair of electrons can occupy the same spatial orbital only if they have opposite spin states. The 
canonical examples are the singlet and triplet states (for upper and lower signs respectively) of the helium atom 
or of the hydrogen molecule, 

 ( ) ( ) ( ) ( ) [ ]1 2 1 2a b b aψ ψ ψ ψ αβ βαΨ = ±    ,                    (1) 

where the arguments refer to the 3-space position vectors of electrons 1 and 2. The second term in square brack-
ets comprises up (alpha) and down (beta) spin states such that the 2-electron spin state is 0 (singlet state) or 1 
(triplet state) for upper and lower signs respectively. This point is obvious if the orbitals labeled a and b are 
identical such that fermions 1 and 2 occupy the same spatial orbital for the singlet state (upper sign) while the 
first term in square bracket vanishes for the triplet state (lower sign) since the Pauli exclusion principle is vi-
olated for this case. 

The singlet state is a canonical example of an entangled state since the two electrons cannot be separated spa-
tially and appear therefore to transfer information between themselves instantaneously. In a way the mysterious 
nature of the entangled state is illusory due to the incompleteness of the physical theory itself. Firstly the theory 
is for stationary states with no dynamical information whatsoever between the two correlated electrons. Second 
Schroedinger theory is spinless such that the 2-electron state written in Equation (1) is an ad hoc construction 
based on experimental observation. It is true that the symmetry of the Schroedinger Hamiltonian with respect to 
the permutation of electron coordinates allows for pairs of spatial states in the first square bracket to have either 
even (upper sign) or odd permutation symmetry on the exchange of electrons. Nevertheless the spin dependence 
of the 2-electron wave function has a totally phenomenological origin such that no a priori physical theory ex-
ists to explain why the state with total spin angular momentum of 0 is an entangled state while the state with to-
tal spin angular momentum of 1 is an unentangled state. 

 Ironically the paradox is resolved by Einstein’s own theory of special relativity. Dirac discovered the correct 
quantum theory of special relativity for a fermion, which makes it possible to explain both the explicit dynami-
cal nature of entanglement and its dependence on the spin state of a fermion. Figure 1 and Figure 2 show 
2-electron entanglement and nonentanglement for singlet and triplet states respectively. 

The form of Dirac theory which makes this detailed understanding possible is outlined below. First I postulate 
that a correct dynamical theory for a relativistic electron interacting with other relativistic electrons can be had 
by replacing the classical relativistic equation of motion for each electron by Dirac’s equation as follows [5] [6]. 

( )
( ) ( )

( )
( )
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2 2
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d
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 for Pauli’s spin vector 

σ  and the 2 × 2 identity matrix I. The generalization to many electrons is obvious. For example for any two 
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Figure 1. Quantum eigentrajectories in the z direction. Inner curves: 
R = 1.4 au (R is the internuclear distance). Outer curves: R = 3.0 au. 
The inner curves show how two electrons with opposite spin states 
correlate and entangle with increasing time and eventually find the 
region of covalent bonding located between the two protons fixed at 

0.7z = ±  au, while the outer curves show that the electrons remain in 
the vicinity of the separated atoms for all times. The eigentrajectories 
are calculated from Equation (5) in the nonrelativistic limit using ei-
genfunctions for the up and down spin states for the 1

gΣ  state of H2.  

 
electrons equations of motion analogous to Equation (2) would be written for the primed-variable electron 
whose interaction with the other electron would now be expressed using the unprimed variable. Notice the pas-  

sage from classical to quantum dynamics of Coulomb’s Law 
( ) ( ) ( )

2 2e e
t n t n t

→
− −r r r s

 for the interaction of  

any two electrons whose trajectories are at ( )tr  and ( )n tr  classically and at r  and ( )n ts  quantum me-
chanically.  

The quantum trajectory is calculated for the unprimed-variable electron as follows. First this electron’s veloc-
ity field ( ), tυ r  is inferred from its current, 

( ) ( ) ( ) ( ) ( ) ( ) ( ), , , , , , ,t c t t t t t tψ χ χ ψ ρ+ + = + = j r r σ r r σ r υ r r ,             (3) 

where ( ) ( ) ( ) ( ) ( ), , , , ,t t t t tρ ψ ψ χ χ+ += +r r r r r  and from which a trajectory, ( )ts , can be calculated from 
the time integration of the velocity field to find a position field,  

( ) ( )
0

, d ,
t

t tn tn= ∫q r υ r ,                              (4) 

and finally by finding the quantum expectation value of the position field,  

( ) ( ) ( ) ( ) ( ) ( ) ( )d , , , , , ,t t t t t t tψ ψ χ χ+ + = + ∫s r r q r r r q r r                  (5) 

and similarly for the primed electron. 
In the nonrelativistic regime of electron velocity the current is evaluated in the nonrelativistic limit using

( ) ( ), ,
sS mt tψ ψ χ=r r and ( ) ( )

2

i ,
,

c t
t

E V mc
ψ

χ
− ⋅

=
− +

 σ r
r

∇
 where  
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Figure 2. Quantum eigentrajectories showing how the two electrons 
of H2 correlate but remain unentangled with increasing time in the 
formation of an antibonding state. Solid: spin-up electron. Dotted: 
spin- up electron. The eigentrajectories are calculated from Equation 
(5) in the nonrelativistic limit using eigenfunctions for two parallel 
spin states of the 3

uΣ  state of H2.                             
 

2 22E V mc mc− + ≅  and ( ),S tψ r  obeys the time-dependent Schroedinger equation, 
( ) ( ) ( )

2
2,

i , ,
2

S
S

t
V t t

t m
ψ

ψ
∂  

= − ∇ + ∂  





r
r r .                    (6) 

smχ  has up (plus sign) or down (minus sign) spin states denoted by 1
2sm = ±  (i.e. α  or β  spin states) re- 

spectively. Written out explicitly in terms of the large component the current given by Eq. (3) becomes 

( ) ( ) ( ) ( )* * * *, i
2 s s s sS S S S S m S m S m S mt

m
ψ ψ ψ ψ ψ χ ψ χ ψ χ ψ χ+ + ≅ − − + × − × 

j r σ σ∇ ∇ ∇ ∇ ,  (7) 

where we have used + =σ σ  and the identity, ( )( ) ( )i⋅ ⋅ = ⋅ + ⋅ ×σ A σ B A B σ A B  
from which the identities useful in evaluating the current can be inferred,  

( ) ( )i⋅ = + ×σ σ σ∇ ∇ ∇                                (8a) 

( ) ( )i⋅ = + ×σ σ σ∇ ∇ ∇ .                           (8b) 

Written out explicitly for up (upper sign) or down (lower sign) spin states  
The current in the nonrelativistic regime is  

( ) ( ) ( ) ( ) ( ) ( ) ( )* * *ˆ ˆ, Im , , Re , , Re , ,nr S S S S S St t t i t t j t t
m y x

ψ ψ ψ ψ ψ ψ
 ∂ ∂

= ± ∂ ∂ 



j r r r r r r r∇  (9) 

The first term on the right side of Equation (9), which is independent of spin, is contributed by Schroedinger 
theory, while the second and third terms are contributed uniquely by Dirac theory. Notice that the current and 
therefore a quantum trajectory scale like all of the other Schroedinger contributions, namely as c0 and not as c-2, 
which have been dropped in the Schroedinger limit of Dirac’s equation. It is found in [1] [2] that Pauli’s exclu-
sion principle is satisfied automatically on using the spin-dependent quantum trajectories given by Equation (9) 
to calculate the electron-electron Coulomb potential. Hence one may conclude that electron exchange-correla- 
tion—it was recognized by the authors of early highly accurate variational calculations [7] that exchange is au-
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tomatically satisfied when correlation is calculated exactly—and Pauli-Dirac statistics are relativistic effects 
which persist into the nonrelativistic regime. This is obvious on recognizing that spin is a property of a relativis-
tic electron such that in Schroedinger theory the Pauli principle must be satisfied on an ad hoc basis from phe-
nomenological observation requiring great mathematical labor to simulate the physical link between electron 
spin and electron correlation which is omitted in Schroedinger’s formulation of quantum theory.  

Notice finally that the first-principles understanding of Fermi-Dirac statistics makes available to us a new 
highly practical computational methodology in which one needs an efficient, accurate solver for the 3D time- 
dependent Schroedinger equation and an efficient, accurate, energy-conserving integrator for the quantum tra-
jectories. Configuration interaction (CI) calculations are obviated since the time-dependent solution is a super-
position of ground and excited states. One should not fuss that the electron-electron Coulomb potential has a 
mixed evaluation using an independent position variable for one electron and a dependent position variable for 
the other electron: quantum mechanics allows us latitude to calculate the inverse distance between two point 
particles as long as it is calculated wave mechanically and not deterministically. The mathematical bête noir of 
conventional time-independent many-electron quantum theory is of course the electron-electron Coulomb po-
tential calculated as an inverse distance using independent position vectors for both electrons. Quantum me-
chanics does not require us to seek a single wave function for N electrons instead of N wave functions for N 
electrons, and the former appears to be an accident of the additivity of the Schroedinger Hamiltonian leading to 
a vast literature on independent-electron approximation methods and on scholastic research on density function-
als in which angels are replaced by orbitals. Except for the Bethe-Salpeter equation for two fermions, relativistic 
invariance is satisfied by a one-body Dirac equation in 4-space: three spatial variables and the scaled time ct. 
Hence in Dirac theory it is natural to write N wave functions for N fermions as in Equation (2) instead of one 
wave function for N fermions. As long as the electron-electron potential is written as an exact instantaneous in-
teraction in 3-space and the time, then both electron exchange-correlation and its corollary Fermi-Dirac statistics 
will be dynamically achieved.  

3. Conclusion 
In this paper, I have demonstrated quantum entanglement and disentanglement (Figure 1 and Figure 2 respec-
tively) in time and space, thereby removing the abstract understanding of these phenomena based on nonrelati-
vistic stationary-state quantum mechanics. This is achieved by inference of a dynamical theory of the electron 
correlation from Dirac’s theory for a relativistic electron such that Fermi-Dirac statistics is obeyed on an ab in-
itio basis, thereby elucidating the physical relationship between electron correlation, electron spin, and entangled 
states.  
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ABSTRACT Entanglement assisted communication is advocated by numerous authors as an alternative to
classical communication offering significant improvement in channel capacity, in particular in noisy regime.
In all those papers it is always assumed that entanglement can be distributed without any imperfections,
except for attenuation. We demonstrate that under imperfect pre-shared entanglement distribution, assuming
that entanglement distribution channel is modeled as a noisy and lossy Bosonic channel, the entanglement
assisted communication can be inferior compared to the classical communication, depending on the param-
eters of the distribution channel. We identify the conditions under which entanglement assistance can still
provide an advantage over the classical case. In particular, when both communication and entanglement dis-
tribution channels are not used for entanglement assisted communication but rather for classical transmission
instead then the classical capacity is always higher than the entanglement assisted capacity. We also study
the entanglement assisted communication under the strong atmospheric turbulence effects.

INDEX TERMS Quantum communication, classical communication, entanglement, entanglement assisted
capacity, Holevo capacity, shannon capacity.

I. INTRODUCTION
Quantum information processing (QIP) opens new oppor-
tunities for high-precision sensing, secure communications,
and ultra-high-performance computing [1]–[3]. Entangle-
ment represents a unique resource for QIP enabling new
type of sensors with measurement sensitivities beyond the
classical limit, allows quantum computers to solve numeri-
cally intractable problems, and provides certifiable security
for data transmissions whose security is guaranteed funda-
mental laws of physics as opposed to unproven mathemat-
ical assumptions employed in computational security-based
cryptography.

The pre-shared entanglement can also be used, at least
in theory, to improve the classical communication capac-
ity [4]–[8]. In addition to secure communications and
improved sensor sensitivity, the pre-shared entanglement can
be used in distributed quantum computing [9], entangle-
ment assisted (EA) distributed sensing [10], and provably-
secure quantum computer access [11], to mention few. The
EA classical capacity, that is the maximum of quantum
mutual information [4], has been known for decades [4]–[6];

The associate editor coordinating the review of this manuscript and

approving it for publication was Barbara Masini .

however, the structure of optimum quantum receiver, achiev-
ing the EA capacity, has not been determined yet. Moreover,
in the determination of EA capacity it is assumed that the dis-
tribution of pre-shared entanglement is perfect. To distribute
the entangled signal-idler photon pairs either the satellite-to-
ground links or fiber-based quantum network, as illustrated
in Fig. 1, can be used. Unfortunately, the satellite-to-ground
link will experience diffraction loss, atmospheric turbulence
effects, scattering effects, and background radiation; and
clearly the distribution of entanglement cannot be considered
as ideal. In similar fashion, in fiber-based quantum network
we cannot ignore the dispersion effects, channel attenuation,
and phase noise. Moreover, the entangled states need to be
stored in quantum memories before being used and given
that the quantum memories are imperfect someone has to use
quantum error correction to deal with decoherence effects.

In this paper we study EA channel capacity assum-
ing that the entanglement distribution is imperfect, subject
to attenuation and noise, and compare it against classical
channel capacity for homodyne and heterodyne detections.
We demonstrate that in the presence of imperfect pre-shared
entanglement, EA assisted capacity get reduced significantly
and when signal-idler photon pairs get distributed over the
same noisy channel, used for data transmission, EA assisted
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FIGURE 1. Illustrating the entanglement assisted classical optical
communication concept: (a) satellite-based entanglement distribution
and (b) quantum network-based entanglement distribution.

capacity can be worse than classical capacity with homodyne
detection. To achieve the EA capacity it has been shown
by Holevo and Werner in [4] that someone needs to use
two-mode Gaussian states. We also describe the optimum
encoding based on Gaussian modulation of signal photon in
two-mode-squeezed-vacuum (TMSV) state. The authors of
ref. [8] have shown that EA capacity can also be achieved
with random phase modulation. Finally, we study the degra-
dation of EA capacity improvement over classical capacity in
the presence of strong atmospheric turbulence effects.

The paper is organized as follows. The realistic entangle-
ment assisted free-space optical (FSO) and fiber-optics com-
munication systems are described in Section II. In Section III,
the comparison between EA capacity and classical capacities
is performed assuming that entanglement distribution channel
is imperfect, modeled as a lossy and noisy Bosonic channel.
In Section IV EA communication over FSO links is studied.
Concluding remarks are provided in Sec. V.

II. REALISTIC ENTANGLEMENT ASSISTED CLASSICAL
OPTICAL COMMUNICATION SYSTEMS
As illustrated in Fig. 1(a), the satellites can be used in
entanglement distribution. This is favorable scenario given
that satellite-to-ground links are less sensitive to atmospheric
turbulence effects compared to ground-to-satellite links. The
entangled states are stored in quantum memories and used
when needed. Alice employs her signal photon of entangled
pair and transmits the classical data, imposed on the sig-
nal photon, over lossy, noisy, and possibly turbulent optical
channel. On receiver side, Bob employs the entangled idler
photon to decide on what was transmitted on signal photon

FIGURE 2. Illustrating the entanglement assisted classical
communication system model with imperfect pre-shared entanglement
distribution. I/Q mod: I/Q modulator, Att.: attenuator (it is optional).

in an optimum quantum receiver. In all papers on entangle-
ment assisted classical communication, such as [4]–[8], it is
assumed that the pre-shared entanglement is distributed per-
fectly, except for the attenuation effect, which is not possible
in practice. We consider more realistic scenario as shown
in Fig. 2, where the pre-shared entanglement is distributed
with the help of two channels: signal channel, denoted by
8s, and the idler channel, denoted by 8i. We assume that
entangled source is located on Bob’s side, so that the idler
channel is perfect, that is 8i = I , where I is the identity
operator. On the other hand, the signal channel8s is modelled
as a single-mode thermal lossy Bosonic channel, described
by the Heisenberg evolution â,s =

√
T0â,,s +

√
1− T0â0,

where T0 is the transmissivity of Bob-to-Alice entanglement
distribution channel 8s, while â0 is a thermal state with the
mean photon number being N0/(1−T0). The main (Alice-to-
Bob) channel is also modelled by the single-mode thermal
lossy Bosonic channel, described by theHeisenberg evolution
âRx =

√
T âs+

√
1− T ât ,where T ≤ T0 is the transmissivity

of the main channel, while ât is a thermal state with the mean
photon number being Nt / (1−T ), Nt ≥ N0. Clearly the main
channel can also be interpreted as a zero-mean additive white
Gaussian noise (AWGN) channel with power-spectral density
of Nt and attenuation coefficient of T . Alice modulates the
signal mode â,s with the help of an I/Q modulator, as shown
in Fig. 2, by effectively performing the following transforma-
tion âs = sâ,s, where s = sI + jsQ is the transmitted signal
constellation point. The coordinates for Gaussian modulation
sI and sQ are generated from a zero-mean 2-D Gaussian
distribution in the digital domain, a digital-to- analog con-
verter (DAC) is used to represent the samples, which are
further used as RF inputs of the I/Q modulator. The Gaussian
samples are properly scaled to account for I/Q modulator
insertion loss such that average number of transmitted signal
photons per mode is equal to Ns =

〈
â†s âs

〉
=

〈
s†s (â,s)

†â,s
〉
.

Alternatively, instead of I/Q modulator, the polar modulator
can be used [17]. In related paper [7], in their communication
system assisted by two-mode squeezed states authors use
an I/Q modulator but in different context, to introduce the
displacement to the signal photon state.

From Holevo’s papers [4],[5] we know that the quantum
limit of classical capacity is given by:

Cwithout EA = g (TNs + Nt)− g (Nt) , (1)
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which is also known as the Holevo capacity, wherein
g (x) = (x + 1) log2 (x + 1) − x log2 x. Given that
according to the uncertainty principle both in-phase and
quadrature components of a Gaussian state cannot be simulta-
neously measured with the complete precision, for homodyne
detection the information is encoded on a single quadrature
so that the average number of received photon is 4TNs,
while the average number of noise photons is 2Nt+1, and
the corresponding classical capacity for homodyne detec-
tion is Chom = 0.5 log2 [1+ 4TNs/(2Nt + 1)]. On the other
hand, in heterodyne detection both quadratures are used so
that the average number of received signal photons will be
0.5∗0.5∗4 TNs = TNs (one-half comes from splitting to
two quadratures and second half from heterodyne splitting),
while the average number of noise photons per quadrature
is (2Nt+1)/2+1/2 = Nt+1. The corresponding heterodyne
channel capacity will be Chet = log2 [1+ TNs/(Nt + 1)].
To achieve the channel capacity in classical case we need to
use the Gaussian modulation (GM) by generating samples
from two Gaussian sources and with the help of an arbi-
trary waveform generator (AWG) impose them on the optical
carrier by using an I/Q modulator. To achieve the Holevo
capacity we need to use the Gaussian state. For instance the
coherent state with GM can achieve the Holevo capacity.

The TMSV state, achieving the EA capacity according
to [4], can be represented as:∣∣TMSV (Ns)〉s,i = 1

√
Ns + 1

∞∑
n=0

(
Ns

Ns + 1

)n/2 ∣∣n〉s∣∣n〉i (2)

and has the covariance matrix:

6TMSV =

[
(2Ns + 1)1 2

√
Ns (Ns + 1)Z

2
√
Ns (Ns + 1)Z (2Ns + 1)1

]
, (3)

where 1 is the identity matrix and Z= diag(1,−1) is the Pauli
Z -matrix.

Given that the action of the beam splitter (BS) can be

represented by BS(τ ) =
[ √

τ1
√
1− τ1

−
√
1− τ1

√
τ1

]
, in order

to determine the covariance matrix after the beam splitter in
entanglement distribution channel (see Fig. 2) we need to
apply the sympletic operation [1],[3] by

BSc(T0) = 1⊕ BS(T0)

=

1 0 0
0

√
T01

√
1− T01

0 −
√
1− T01

√
T01

 (4)

on the input covariance matrix 6TMSV to obtain:

6′ = BSc (T0)
[

6TMSV 0
0 σ ′21

]
[BSc (T0)]T , (5)

where the variance of thermal state is N0/(1−T0) ther-
mal photons. By keeping Alice and Bob submatrices we
obtain:

6′AB =

[
(2Ns + 1)1 2

√
T0Ns (Ns + 1)Z

2
√
T0Ns (Ns + 1)Z

(
2N ,,s + 1

)
1

]
, (6)

where N ,,s = NsT0 + N0. By repeating the similar proce-
dure for lossy and noisy Bosonic main channel we obtain
the following covariance matrix for the zero-mean Gaussian

state ρ̂Rx,i:

6AB =

[
(2Ns + 1)1 2

√
T0TNs (Ns + 1)Z

2
√
T0TNs (Ns + 1)Z

(
2N ,s + 1

)
1

]
,

(7)
where N ,s = (NsT0 + N0)T + Nt . Clearly, this covariance

matrix has the standard form [12]–[16] 6 =

[
a1 C
C b1

]
with

a = 2Ns+ 1, b = 2N ,s + 1, C = cZ, c = 2
√
T0TNs (Ns + 1),

and the symplectic eigenvalues are given by:

v∓ =
[√
(a+ b)2 − 4c2 ∓ (b− a)

]
/2

=

√
(Ns + N

,
s + 1)2 − 4T0TNs (Ns + 1)∓

(
N ,s − Ns

)
.

(8)
The corresponding expression for the entanglement assisted
channel capacity is now simply:

CEA=g (Ns)+g
(
N ,s
)
−

[
g
(
ν+−1

2

)
+ g

(
ν− − 1

2

)]
. (9)

Here we propose to use TMSV state and modulate the
signal photon by the zero-mean GM as illustrated in Fig. 2,
by effectively mapping â,s→ âs = sâ,s, where s = sI + jsQ is
the transmitted signal constellation point with sI and sQ being
generated from the 2-D zero-mean circular Gaussian noise
source. The variance of 2-D Gaussian distribution is properly
chosen such that the average number of transmitted signal
photons is

〈
s†s (â,s)

†â,s
〉
= Ns so that the covariance matrix

(7) is not affected. In incoming section, we compare the EA
classical capacity against both (homodyne and heterodyne)
classical and Holevo capacities.

III. ENTANGLEMENT ASSISTED COMMUNICATION VS.
CLASSICAL OPTICAL COMMUNICATION
When the pre-shared entanglement can be perfectly dis-
tributed, as shown in Fig. 3, the EA capacity can indeed
significantly outperform the Holevo capacity in very noisy
regime Ns�Nt. When Alice employs the AWG to perform
the GM of the signal photon, she is limited by the finite (l,k)
precision (l: number of integer bits plus sign bit, k: number of
decimal bits), and there is the limit for the lowest possible Ns.
To solve for this problem we can scale the (I,Q) constellation
point with a positive number and then apply an attenuator
after the I/Qmodulator. This scaling number is Ns-dependent.
On such a way the (1,5) precision is sufficient to achieve the
EA classical capacity. Notice that in these calculations we
assume that the optimum quantum receiver is used.

For the realistic scenario, when the pre-shared entan-
glement is distributed over lossy thermal Bosonic channel,
as shown in Fig. 4 the EA capacity improvement over both
Holevo and classical capacities get significantly reduced.
The Holevo capacity is identical to the homodyne capacity,
while the heterodyne capacity is a little bit worse. When
the entanglement distribution channel is identical to the
communication channel the EA capacity is actually lower
than the Holevo/homodyne capacity. When transmissivity of
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FIGURE 3. The normalized information rate vs. average number of signal
photons Ns assuming that the pre-shared entanglement is perfectly
distributed (T0 = 1, N0 = 0) and assuming that the optimum quantum
receiver is used. The main channel transmissivity is set to T = 0.1 and the
number of thermal photons to Nt = 8.

FIGURE 4. The improvement in capacity by entanglement assistance for
imperfect pre-shared entanglement distribution.

entanglement distribution channel is higher than the trans-
missivity of the main (communication) channel, while at the
same time is less noisy then the improvement of EA capacity
over homodyne capacity is moderate to small (depending on
actual value of the average number of signal photons). This
particular case is applicable to Fig. 1(a), where the satellite
links are used to distribute the pre-shared entanglement, while
the free-space optical link with horizontal atmospheric turbu-
lence for transmission of classical information. Namely, in the
satellite-to-ground link turbulence is much weaker than the
turbulence in horizontal links.

To see the actual improvement, expressed in bits/s/Hz, for
this case we provide in Fig. 5 the plots for EA, Holevo,

FIGURE 5. EA capacity vs. classical capacity when both main and
entanglement distribution channels are noisy.

homodyne, and heterodyne capacities assuming that N0 =

3, Nt = 12, T0 = 0.3, and T = 0.1. For Ns = 10−6,
even though that the EA capacity is 3.9 times higher than
homodyne capacity, the actual value of EA capacity is only
4.52·10−8 bits/s/Hz. For average number of signal photonsNs
between 0.01 and 0.1 the EA capacity performs comparable
to the homodyne capacity, while for Ns > 0.1, the homodyne
capacity outperforms the EA capacity.

In EA communication the entangled pair of photons is
used, the signal photon for classical information transmission
and the idler photon for entanglement assistance. In classical
communication, only the main channel is used, and some-
one may speculate that this not a fair comparison. So natu-
rally arises the question, what if we use the idler (auxiliary)
channel for classical transmission instead? Overall classical
capacity will be then addition of capacities of main and
axillary channels, which is also shown in Fig. 5 as parallel
capacity, which clearly outperforms EA capacity for all Ns
values.

IV. ENTANGLEMENT ASSISTED COMMUNICATION OVER
FSO LINKS
The beam propagation over FSO links is affected by various
effects including the diffraction, atmospheric turbulence, and
Mie scattering effects. The attenuation due to diffraction
and scattering effects can be modelled by the transmissivity
T ∈ (0, 1] in the main (Alice-to-Bob) channel (see Fig. 2),
while atmospheric turbulence is caused by variations in the
refractive index of the transmission medium due to spatial
variations in temperature and pressure (related to the wind
and solar heating [17], [18]).

The atmospheric turbulence can be modelled as the multi-
plicative noise, described by the following probability density
function of irradiance I [17], [18]:

f (I ) =
2 (αβ)

α+β
2

0 (α) 0 (β)
I
α+β
2 −1Kα−β

(
2
√
αβI

)
, (10)
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where α and β are the atmospheric turbulence parame-
ters which for zero inner scale are defined, respectively,
as [17], [18]:

α =

exp
 0.49σ 2

R(
1+ 1.11σ 12/5

R

)7/6
− 1


−1

,

β =

exp
 0.51σ 2

R(
1+ 0.69σ 12/5

R

)5/6
− 1


−1

, (11)

wherein σ 2
R denotes the Rytov variance, defined as:

σ 2
R = 1.23 C2

n k
7/6L11/6. (12)

In (12) C2
n denotes the refractive structure parameter, k is

the wave number (k = 2π /λ, with λ being the wavelength),
and L denotes the propagation distance. The Rytov variance
can serve an indicator of the strength of the atmospheric
turbulence effects. When σ 2

R < 1 we say that turbulence
is weak, for σ 2

R ≈ 1 we say that turbulence is medium,
the strong turbulence fluctuations are specified with σ 2

R > 1,
while the saturation regime is defined by σ 2

R →∞ [17], [18].
The covariance matrix of the zero-mean Gaussian state

ρ̂Rx,i in the presence of turbulence can be represented by:

6AB (I )=

[
(2Ns + 1)1 2

√
IT0TNs (Ns + 1)Z

2
√
IT0TNs (Ns + 1)Z

(
2N ,s + 1

)
1

]
,

(13)
whereN ,s = (NsT0 + N0)TI+Nt . The corresponding channel
capacities are now functions of irradiance I , that is C(I ) is
now a random variable. For instance the EA capacity in the
presence of turbulence is evaluated by:

CEA =

∞∫
0

CEA (I ) f (I ) dI . (14)

To evaluate the ergodic capacities we perform the Monte
Carlo integration. For every channel use we generate a differ-
ent realization of irradiance form the gamma-gamma distri-
bution, calculate channel capacities for each realization C(I ),
and average them out by C = [

∑
C(I )]/L, where L is the

number of realizations. Atmospheric turbulence also intro-
duces the random phase shift, and we assume that a referent
classical beam at sufficiently different wavelength is used to
estimate and compensate for random phased shift and also
to synchronize the transmitter and receiver. This approach
has been applied to both classical and EA communications.
To compensate for intensity fluctuations someone may use
the adaptive optics (AO) approaches [20], [21]. However,
the AO can fully compensate the turbulence effects only in
weak turbulence regime.

Let us now study how the improvement in EA capacity
over classical capacities is affected by atmospheric turbulence
effects. For Rytov standard deviation σR = 4 (Rytov vari-
ance σ 2

R = 16), corresponding to strong turbulence in the
main channel, in Fig. 6(a) we summarize the EA capacity
improvement over Holevo capacity for imperfect distribution
of entanglement, assuming that entanglement distribution

FIGURE 6. The improvement in capacity by entanglement assistance for
imperfect pre-shared entanglement distribution in the presence of
atmospheric turbulence in main channel: (a) CEA/CHol and (b) CEA/Chom.

channel is modeled as noisy Bosonic channel with N0 = 5.
In addition to turbulence, we assume that the main channel
is also affected by diffraction and scattering effects modeled
by transmissivity T = 0.1. We also assume that in the main
channel there exists the background noise with Nt = 10.
This situation corresponds to Fig. 1(b), where entanglement
is distributed over the fiber-based quantum network, and
the main channel is an FSO link. Clearly, there is certain
degradation in EA capacity compared to the Holevo capacity,
in particular when the transmissivity of the entanglement dis-
tribution channel is T0 ≥ 0.5. On the other hand, in Fig. 6(b)
we summarize the EA capacity improvement over homodyne
capacity under the same assumptions as in Fig. 6(a). Clearly,
the trend is similar as in Fig. 6(a).

To see actual improvement in EA capacity over Holevo and
classical capacities for strong turbulence, in Fig. 7 we plot
capacities vs. average number of signal photons Ns assum-
ing that entanglement distributed channel is noisy and lossy
Bosonic (N0 = 2, T0 = 0.5), while the main channel is
affected by strong turbulence (σR = 4), in addition to scatter-
ing/diffraction effects (T = 0.1) and noise (Nt = 12). As long
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FIGURE 7. EA capacity vs. classical capacity when main channel is
affected by turbulence while entanglement distribution channel is noisy.

asNs < 0.1, the EA capacity outperforms classical capacities.
Holevo and heterodyne capacities are almost identical, while
the heterodyne capacity is higher than homodyne capacity for
Ns > 100.

V. CONCLUDING REMARKS
When the pre-shared entanglement is imperfect, the EA com-
munication in highly noisy environment can be better than
classical communication with homodyne detection only if the
entanglement distribution channel is less noisy than the main
channel and has better transmissivity than the main channel.
When both communication and entanglement distribution
channels are not used for EA communication but for classical
communication instead than the overall classical capacity is
always higher than the EA capacity. In the presence of strong
atmospheric turbulence in themain channel, the improvement
of EA capacity over classical capacity is lower compared
to the case without turbulence, but the degradation is not
significant.

Even though that the optimum encoding, achieving the
EA channel capacity, has been known for decades [4], [5],
the design of optimum quantum receiver appears to be still
an open problem, although some progress has been made
recently [8]. For instance, authors in [8] proposed to use
themultiple sections of the feed-forward (FF)-sum-frequency
generation (SFG) receiver, initially proposed to detect the
target in highly noisy environment [19]. Unfortunately, the
complexity of this scheme is too high and has not been
experimentally demonstrated yet.
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Unifying scrambling, thermalization and
entanglement through measurement of fidelity
out-of-time-order correlators in the Dicke model
R.J. Lewis-Swan1,2, A. Safavi-Naini1,2, J.J. Bollinger3 & A.M. Rey1,2

Scrambling is the process by which information stored in local degrees of freedom spreads

over the many-body degrees of freedom of a quantum system, becoming inaccessible to local

probes and apparently lost. Scrambling and entanglement can reconcile seemingly unrelated

behaviors including thermalization of isolated quantum systems and information loss in black

holes. Here, we demonstrate that fidelity out-of-time-order correlators (FOTOCs) can elu-

cidate connections between scrambling, entanglement, ergodicity and quantum chaos

(butterfly effect). We compute FOTOCs for the paradigmatic Dicke model, and show they

can measure subsystem Rényi entropies and inform about quantum thermalization. More-

over, we illustrate why FOTOCs give access to a simple relation between quantum and

classical Lyapunov exponents in a chaotic system without finite-size effects. Our results open

a path to experimental use FOTOCs to explore scrambling, bounds on quantum information

processing and investigation of black hole analogs in controllable quantum systems.
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Recent studies have shown that isolated many-body quan-
tum systems, under unitary time evolution, can become
highly entangled and thus thermalize. This understanding

has led to insights as to how statistical mechanics emerges in
closed quantum systems1–3. Moreover, the relevance of entan-
glement as a resource for quantum information processing,
quantum communication and metrology has stimulated cross-
disciplinary efforts to quantify and characterize entanglement.
Experimental progress in controlling clean, highly isolated, and
fully tunable quantum systems, where entanglement can be
measured, have resulted in radical advances in this direction.
However, such measurements have been restricted to few body
systems, including arrays of 6 × 2 bosonic atoms4, three super-
conducting qubits5, and systems of ≲20 trapped ions6,7. The
model we study here and the measurements we propose can be
implemented in trapped ions with more than 100 spins.

Concurrently, out-of-time-order correlations (OTOCs)8–13

FðtÞ ¼ hŴyðtÞV̂yŴðtÞV̂i; ð1Þ

have been identified as measures of the dynamics of quantum
information scrambling. Here, ŴðtÞ ¼ eiĤtŴe�iĤt , with Ĥ a
quantum many-body Hamiltonian, and Ŵ and V̂ two initially
commuting and unitary operators. While OTOCs can be com-
puted with respect to any (possibly mixed) state, here we focus on
the case where the initial state of the system is pure. The quantity
Re½FðtÞ� ¼ 1� h½V̂y; ŴyðtÞ�½ŴðtÞ; V̂ �i=2 encapsulates the degree
that ŴðtÞ and V̂ fail to commute at later times due to the time
evolution of Ŵ under Ĥ. (If V̂ is not unitary but a projector, e.g.
V̂V̂y ¼ V̂ and V̂ commutes with the density matrix of the initial
state, then Re½FðtÞ� ¼ 1� h½V̂y; ŴyðtÞ�½ŴðtÞ; V̂�i.) The fastest
scramblers8–10,14, such as black holes, feature an exponential
growth of scrambling which manifests as 1� Re½FðtÞ� � eλQt .
Here, λQ is the quantum Lyapunov exponent that serves as a
proxy for quantum chaos. Regardless of the OTOCs’ apparent
complexity13,15–17, the capability to perform many-body echoes
(see Fig. 1) in current experiments18–21 has opened a path for the
experimental investigation of quantum scrambling; however, so
far those have not probed quantum chaos or fast scrambling.

Here we show that fidelity out-of-time-order correlators
(FOTOCs), a specific family of fidelity out-of-time-order corre-
lators, which set V̂ to be a projector on the initial state, can
provide profound insight on scrambling behavior. We explicitly
compute FOTOCs in the in the Dicke model22, an iconic model
in quantum optics, and illustrate how FOTOCs elucidate theo-
retical connections between scrambling, volume-law Rényi
entropy (RE) and thermalization, while linking quantum and
classical chaos (Fig. 1a). Additionally, we discuss how one can
probe these connections readily in experiments.

Results
Model. The Dicke model (DM)22 describes the coupling of a
single large spin and a harmonic oscillator and has been recently
implemented in atomic23–26 and trapped ion setups27. The
Hamiltonian of the DM is given by

ĤD ¼ 2gffiffiffiffi
N

p âþ ây
� �

Ŝz þ δâyâþ BŜx; ð2Þ

where B characterizes the strength of the transverse field, δ the
detuning of the bosonic mode from the driving field with strength
g that generates the spin−boson coupling. Here, g, δ, B ≥ 0. The
operator â (ây) is the bosonic annihilation (creation) operator of
the mode, and Ŝα ¼

PN
j¼1 σ̂

α
j 2 are collective spin operators with

σ̂αj (α= x, y, z) the Pauli matrices for the jth spin-1/2.

Connections between scrambling dynamics and chaos. Even
when restricted to the Dicke manifold, i.e. states with S=N/2,
with S(S + 1) the eigenvalue of the total spin operator
Ŝ2 ¼ Ŝ2x þ Ŝ2y þ Ŝ2z , this model exhibits rich physics (see Fig. 2a).
At zero temperature, T= 0, the DM features a quantum phase
transition (QPT) as the system crosses a critical field Bc= 4g2/δ.
For B > Bc (normal phase), the ground-state is described by spins
aligned along the transverse field and a bosonic vacuum. For B <
Bc (superradiant phase), the ground-state is ferromagnetic,
hjŜZ ji � N=2, and characterized by macroscopic occupation of
the bosonic mode (Fig. 2a). Furthermore, in the superradiant
phase (B < Bc), the DM features a family of excited-state quantum
phase transitions (ESQPTs). The ESQPTs are signaled by singu-
larities in the energy-level structure and a change in the spectral
statistics28–31 at a critical energy Ec=−BN/2 that coincides with
the ground-state energy of the normal phase. Figure 2a shows
how the nearest-neighbor spacing distribution P(s), where s is a
normalized distance between two neighboring energy levels,
features a different character on either side of Ec. For E > Ec the
spectral statistics are similar to the Wigner−Dyson distribution
PWðsÞ ¼ πs=2expð�πs2=4Þ, which in random-matrix theory
describes a chaotic system. For E < Ec the shape of the histograms

FOTOCsa
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|Ψ0〉 |〈Ψ0|Ψf 〉|
2
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Volume law
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∧e–iHt

∧

Fig. 1 Unifying chaos, scrambling, entanglement and thermalization through
the measurement of fidelity out-of-time-order correlators (FOTOCs).
a Scheme: an initial state, |ψ0〉 is evolved under an interacting Hamiltonian
Ĥ for a time t. Inverting the sign of Ĥ and evolving again for time t to the
final state |ψf〉, implements the many-body time-reversal, which ideally
takes the system back to the initial state |ψ0〉. If a perturbation ŴðϕÞ is
inserted between the two halves of the time evolution and the many-body
overlap with the initial state is measured at the end of the protocol,
V̂ ¼ Ψ0j i Ψ0h j, then a special type of fidelity OTOC (FOTOC) is
implemented. b The Dicke model is engineered in a Penning trap ion crystal
by applying a pair of lasers, resonant only with the center-of-mass mode, to
generate the spin−phonon interaction and resonant microwaves to
generate the transverse field
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is neither Wigner−Dyson nor Poissonian PP(s)= exp(−s). The
latter characterizes level statistics of non-ergodic systems, and is
observed in the normal phase. While the deviations from clear
Wigner−Dyson or Poissonian statistics in regimes II and III are
attributable to finite-size effects28, we emphasize that even for this
small system they clearly show a stark contrast in the degree of
level repulsion, which is a qualitative signature of quantum chaos.

Similar features appear in the classical dynamics of the DM30,32–35,
manifested in the different behavior of trajectories in phase-space
computed from the mean-field equations of motion for:
~x ¼ ðhŜxi; hŜyi; hŜzi; αR; αIÞ, where h¼ i denotes the expectation
values, and αR(I) is the real (imaginary) part of hâi. In the
superradiant phase and for mean-field energies E > Ec, two

trajectories initially separated by Δ~xð0Þ in phase-space diverge as
jΔ~xðtÞj � jΔ~xð0ÞjeλLt at sufficiently long times36. The exponential
growth, associated with a positive Lyapunov exponent λL > 0,
diagnoses chaos in a classical system. In Fig. 2b we show the
maximal Lyapunov exponent for an ensemble of random initial
product states as a function of the transverse field and the normalized
mean-field energy E/Ec (see Methods). For E < Ec in the superradiant
phase (B < Bc) and all energies in the normal phase (B > Bc), the
Lyapunov exponent is small or zero, consistent with the Poissonian
character of the quantum-level statistics in this parameter regime34,35.
For E > Ec and B < Bc a positive exponent is found signaling chaos.
Note that the state jΨc

0i ¼ jð�N=2Þxi � j0i, where
Ŝxjð�N=2Þxi ¼ �N=2ð Þjð�N=2Þxi, lies exactly at the ESQPT
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Fig. 2 Characterization of classical and quantum chaos in the Dicke model. a Phase diagram of the Dicke model. At zero temperature it exhibits a quantum
phase transition between a normal to a superradiant phase, at B= Bc. A line of excited energy quantum phase transitions (ESQPTs) occurs at the critical
energy Ec=−BN/2, signaled by singularities in the energy level structure (indicated by stars). Note that for figure clarity we have used a small system N=
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the ESQPT at E= Ec, from which the statistics P(s), where s is the level spacing, are computed separately. (I) exhibits Poissonian statistics (regular regime),
while (II) displays statistics similar to a Wigner−Dyson distribution indicative of level repulsion and quantum chaos, and (III) exhibits a mixture of both.
The numerical parameters are g/(2π)= 0.66 kHz and δ/(2π)= 0.5 kHz. b Lyapunov exponents for the mean-field dynamics of an ensemble of random
states sorted by normalized mean-field energy E/|Ec| with Ec=−BN/2, as a function of the field
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relative to critical field Bc= 4g2/δ. A crossover

between regular (B > Bc) and chaotic dynamics (B < Bc) characterized by λ ’ 0 and λL > 0 respectively, occurs at B= Bc. For B > Bc and energies E ≲ Ec the
dynamics becomes increasingly regular. Source data are provided as a Source Data file
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jð�N=2Þxi � j0i (see Supplementary Note 1 for examples of exponential growth in other states). We assume δϕ � 1=N such that we may equivalently use
varðX̂Þ ’ ½1�FXðtÞ�=ðδϕÞ2 for the plotted data. The scrambling time t* is defined by the saturation of the FOTOC, which we extract from the first
maximum and plot in the inset (blue data). We find t� � a0 þ logðNÞ=λQ with a0 a fit parameter (gray line). b Lyapunov exponent, λ, as a function of
transverse field: Quantum λQ (red markers) and classical 2λL (solid lines). Superscript notation of the exponents denotes the initial polarization of the
chosen coherent spin state. Top panel for jΨc

0i, the same state as (a), and bottom for jΨy
0i � jð�N=2Þyi � j0i, here N= 104 particles. In both plots we

observe λQ ’ 2λL. Error bars for λQ are a 95% confidence interval from an exponential fitted to the numerical data. Coupling g and detuning δ are same as
Fig. 2. In (a) B/(2π)= 0.7 kHz (B/Bc= 0.2). Source data are provided as a Source Data file
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critical energy, hΨc
0jĤDjΨc

0i ¼ Ec, and possesses the largest classical
λL (see Fig. 2).

In quantum systems OTOCs may serve as a diagnostic for
quantum chaos. However, such diagnosis has proved difficult,
since any exact numerical treatment is only possible in small
systems, where many-body observables saturate quickly at the
Ehrenfest time given by λQt

� � logN , at which the quantum
information is thoroughly lost to a “local” observer. Here we
demonstrate that we can overcome this limitation and compute
OTOCs for macroscopic systems if, for a Hermitian operator Ĝ,
one restricts ŴG ¼ eiδϕĜ to be a sufficiently small perturbation
δϕ � 1ð Þ and sets V̂ to be a projection operator onto a simple
initial state |ψ0〉, i.e. V̂ ¼ ρ̂ð0Þ ¼ jΨ0ihΨ0j. This is because in the
perturbative limit δϕ � 1, this particular type of fidelity OTOC
(FOTOC)18,19, FGðt; δϕÞ � hŴy

GðtÞρ̂ð0ÞŴGðtÞρ̂ð0Þi (such that

for a pure state FGðtÞ � jhψ0jeiĤteiδϕĜe�iĤt jψ0ij2) reduces to37
1� FGðt; δϕÞ 	 δϕ2ðhĜ2ðtÞi � hĜðtÞi2Þ � δϕ2var½ĜðtÞ�; ð3Þ
where var½ĜðtÞ� is the variance of Ĝ. This relation establishes a

connection between the exponential growth of quantum variances
and quantum chaos, enables us to visualize the scrambling
dynamics of a quantum system using a semi-classical picture38

and to map the FOTOC to a two-point correlator which can be
computed using well-known phase-space methods, such as the
truncated Wigner approximation (see Methods)39,40. We observe
perfect agreement between the exact dynamics of the FOTOC
with the associated variance, varðĜÞ for sufficient small δϕ,
enabling us to use phase-space methods to compute the FOTOCs
in a parameter regime inaccessible to exact numerical diagona-
lization where exponential scrambling can be clearly identified.

Moreover, it provides a link between the FOTOCs and the
quantum Fisher information (QFI)19,41–43, as the variance of Ĝ is
proportional to the QFI of a pure state, whilst for a mixed state
the variance gives a lower bound on the QFI. Note that in the
latter case FOTOCs are defined by replacing V̂ by the initial
density matrix jΨ0ihΨ0j ! ρ̂0, and expectation values are
computed by appropriate traces. The QFI quantifies the maximal
precision with which a parameter δϕ in the unitary of Ŵ can be
estimated using an interferometric protocol with an input
quantum state |ψ(t)〉, while simultaneously serving as a witness
to multipartite entanglement19,44–46.

In Fig. 3a we plot the FOTOCs of a small perturbation using
Ĝ ¼ X̂ ¼ 1

2 ðâþ âyÞ starting with jΨ0i ¼ jΨc
0i. In the super-

radiant phase we observe that after a short time of slow dynamics,
tλ � λ�1

Q , the FOTOCs feature an exponential growth � eλQt ,
before saturating at t� � log N (see inset). The quantum
exponent is found to be independent of system size N. For this
initial state, and all the product states we have investigated
numerically (Supplementary Note 1), we have observed that
λQ ’ 2λL, as shown in Fig. 3b. Indeed, for any Ĝ that corresponds
to a linear function of the classical phase-space variables (see
Methods and Supplementary Note 1), the quantum exponent
should be related to the classical Lyapunov exponent by this
relation. A similar factor of two relating the classical and
quantum exponents has previously been observed in refs. 37,47.
This correspondence can be explained by semi-classical argu-
ments (see Methods), and the numeric prefactor is attributable to
the definition of the classical Lyapunov exponent in terms of a
distance in phase-space, while the FOTOC reduces to the
quantum variance.

FOTOCs as a probe of entanglement and quantum thermali-
zation. We now move beyond the semi-classical arena and

explore connections between FOTOCs and entanglement
entropy. In a closed system S the second-order Rényi entropy, RE,
S2ðρ̂AÞ ¼ �logTrðρ̂2AÞ measures the entanglement between a
subsystem A and its complement Ac= S− A, with ρ̂A the reduced
density matrix of A after tracing over Ac. Although scrambling
and entanglement buildup are closely connected, they are not the
same. Nevertheless, a formal relationship between the OTOCs
and S2ðρ̂AÞ exists11, which requires averaging OTOCs over a
complete basis of operators of the system subsystem A. Based on
this relation, measuring RE via OTOCs appears as challenging as
directly measuring S2ðρ̂AÞ. However, this is not always the case.
We will show that for collective Hamiltonians, such as the DM,
there is a simple correspondence between the Fourier spectrum of
FOTOCs and the RE, which facilitates experimental access to
S2ðρ̂AÞ via global measurements and collective rotations.

To illustrate the connection we first write the density
matrix of the full system in a basis spanned by the eigenstates
of the spin operator Ŝr � ðer 
 SÞ; where er is a unit vector in
the Bloch sphere, satisfying Ŝrjmri ¼ mrjmri, and n̂jni ¼ jni
the mode number operator n̂ ¼ âyâ, i.e.
ρ̂ ¼ P

n;n′
mr;m

′
r

ρn′;nm′
r;mr

jn′ihnj � jm′
rihmrj. We adopt a convention for

the coefficients of the density matrix elements where superscripts
are associated with the bosonic mode, and subscripts with the
spin. In this basis the density matrix can be divided into blocks,

ρ̂ ¼ P
M ρ̂ŜrM with ρ̂ŜrM ¼ P

n;n′
mr

ρn′;nmrþM;mr
jn′ihnj � jmr þMihmrj,

in such a way that ρ̂ŜrM contains all coherences between states
with spin eigenvalues that differ by M. A similar decomposition
can be performed in terms of the bosonic coherences as ρ̂ ¼P

M ρ̂n̂M with ρ̂n̂M ¼ P
nmr;m

′
r
ρnþM;n
m′

r;mr
jnþMihnj � jm′

rihmrj. Asso-
ciated with this representation one can define the so-called
multiple quantum intensities IĜM ¼ Tr½ρ̂Ĝ�M ρ̂

Ĝ
M �. Of particular

interest for us are the IĜ0 components which are “incoherent”
with respect to Ĝ.

The intensities IĜMðtÞ can be accessed experimentally from
FOTOCs via the relation FGðt; ϕÞ ¼

P
M IĜMðtÞe�iMϕ18,19,48–50 by

choosing ŴGðϕÞ ¼ e�iϕĜ and Ĝ ¼ Ŝr or Ĝ ¼ n̂, i.e. collective spin
or boson rotations respectively. In terms of the IĜMðtÞ the
entanglement between the spins and the phonons characterized

by the purity Tr ρ̂2ph

h i
¼ P

n;n′
mr;m

′
r

ρn;n′mr;mr
ρn′;nm′

r;m
′
r
can be written as

Tr ρ̂2phðtÞ
h i

� IŜr0 ðtÞ þ In̂0 ðtÞ � DŜr;n̂
diagðtÞ þ CŜr;n̂

off ðtÞ: ð4Þ

The terms DŜr;n̂
diagðtÞ and CŜr;n̂

off ðtÞ are explicitly detailed in the

Methods, but importantly DŜr;n̂;
diag ðtÞ is composed purely of the

diagonal elements of ρ̂ while CŜr;n̂
off ðtÞ contains information about

coherences. During unitary evolution the characteristic dephasing
time of the coherences is tc � λ�1

Q , which for scrambling systems
is much faster than t� � λ�1

Q log N . After tc any remaining
coherences are fully randomized and destructively interfere

yielding CŜr;n̂
off ! 0. This feature, together with the fact that for

those systems also the magnitude of DŜr;n̂
diag becomes much smaller

than IŜr0 and In̂0 as the density matrix spreads out over the systems
degrees of freedom, allows us to approximate

Tr ρ̂2phðtÞ
h i

	 IŜr0 ðtÞ þ In̂0 ðtÞ. While at t < tc these conditions are

not necessarily satisfied, we still find that there can be a
correspondence between the FOTOCs and RE by picking a state

that is fully incoherent at time t= 0, CŜr;n̂
off ð0Þ ¼ 0. An example of
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such a state is jΨc
0i and Ĝ ¼ Ŝx. This choice enforces the CŜr;n̂

off
term to remain small at short times. Moreover, for |Ψ0〉 we find it

is also possible to access S2ðρ̂phÞ via IŜr0 even in the regime B > Bc,
where no scrambling occurs. This is because the contributions

from In̂0 and DŜr;n̂
diag cancel and Tr ρ̂2phðtÞ

h i
	 IŜr0 .

In Fig. 4a we show the typical behavior of the RE, S2ðρ̂phÞ, in
the two different phases for |Ψ0〉. First, in the normal phase (panel
(i)), B≪ Bc, the dynamics is dominated by precession about the
transverse field and the entanglement entropy exhibits small
amplitude oscillations51. Conversely, in the superradiant phase
(panel (ii)) B≪ Bc we observe a rapid growth of entanglement
and saturation past the transient regime. We summarize our
results in Fig. 4b where we plot the time-averaged value of

S2 ρ̂ph

� �
vs.

ffiffiffiffiffiffiffiffiffiffi
Bc=B

p
. We associate the fast growth of S2 ρ̂ph

� �
at

B=Bc � 1 with a crossover from the integrable to the chaotic
regime. To further illustrate this connection, we compare the

approximate RE obtained via SŜr;n̂F � �log½IŜr0 ðtÞ þ In̂0 ðtÞ� and

SŜrF � �log½IŜr0 � with the exact RE in Fig. 4b. It is observed that in
all parameter regimes one can make a quantitative link between
the RE and FOTOCs, especially under proper optimization of the
rotation axis Ŝr at each time to minimize the coherence and
diagonal terms in Eq. (4) (see Methods and Supplementary
Methods).

The saturation of S2ðρ̂phÞ for B < Bc is a signature of
thermalization. One can test how “thermalized” the quantum
system is by comparing the behavior of the spin and phonon
distributions in the long time limit with those of the correspond-
ing diagonal ensemble, characterized by a mixed density matrix
ρ̂D with purely diagonal elements (see Methods)1–3. These
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Fig. 4 Using RE and FOTOCs to characterize chaos and thermalization in the Dicke model. a Time evolution of the spin−phonon RE S2ðρ̂phÞ (black lines) for
the initial state jΨc

0i ¼ jð�N=2Þxi � j0i with B > Bc (top) and B < Bc (bottom). The RE is tracked excellently by the FOTOC expressions (blue lines)
SŜrF ¼ �logðIŜr0 Þ and SŜr ;n̂F ¼ �logðIŜr0 þ In̂0Þ respectively. Here, Ŝr is chosen to minimize the coherence and diagonal terms in Eq. (4) (Supplementary
Methods). b Long-time spin−phonon RE S2ðρ̂phÞ as a function of transverse field. To remove finite-size effects and residual oscillations we plot a time-
averaged value S2ðρ̂phÞ for 4ms ≤ t ≤ 12 ms (FOTOC quantities are averaged identically). The regular and chaotic dynamics for the initial state jΨc

0i are
clearly delineated: S2ðρ̂phÞ 	 0 for B > Bc and S2ðρ̂phÞ > 0 for B < Bc respectively. Error bars indicate standard deviation of temporal fluctuations. In the inset
we plot the same FOTOC quantities but including decoherence due to single-particle dephasing at the rate Γ= 60 s−1. The coherent parameters g, B and δ
are enhanced by a factor of 16 compared to the main panel, as per ref. 56. c Time-averaged distribution functions (markers) for spin-projection P(Mz) and
phonon occupation P(n) (6 ms≤ t≤ 12 ms). We compare to the distribution of the diagonal ensemble (purple bars, see Methods). d Bipartite RE S2ðρ̂LA Þ
(black markers) as a function of partition size LA of the spins, averaged over same time window as (c). For comparison, we plot the RE of a thermal
canonical ensemble with corresponding temperature T fixed by the energy of the initial state jΨc

0i, Stherm2 and the RE of the diagonal ensemble (see
Methods). Volume-law behavior of the RE is replicated by the FOTOC quantity (blue markers). Note that the dimension of the spin Hilbert space scales
linearly with LA. Shaded regions indicate standard deviation of temporal fluctuations. Data for (a)–(d) is obtained for N= 40, with g and δ identical to
calculations of Fig. 2. For (c) and (d) we choose B/(2π)= 0.7 kHz (B/Bc= 0.2). Source data are provided as a Source Data file
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comparisons are shown in Fig. 4c, where the time evolved
distributions and the ones drawn from the diagonal ensemble are
almost indistinguishable.

We can also investigate the growth of entanglement on
different size bipartitions for B < Bc. For that we split the spin
system into a subsystem of size LA ≤N and evaluate S2ðρ̂LAÞ by
computing the reduced density matrix ρ̂LA by tracing over the
bosonic degree of freedom and the remaining N− LA spins. To
demonstrate the entanglement grows with system size in a
manner consistent with an equivalent thermal state we plot the
predictions of a canonical ensemble (see Methods). We observe
volume-law entanglement growth for LA≪N (see Fig. 4d).
However, for LA ~ N the entanglement growth deviates from this
simple prediction. These deviations occur as the full state of the
system is pure, and thus eventually one needs to recover
S2ðρ̂Þ ¼ 0, requiring a negative curvature. To demonstrate the
intertwined nature of thermalization and the buildup of
entanglement we plot the predictions of a canonical ensemble
indicated by the dotted purple line (see Methods). We note that
FOTOCs can also be used to probe this scaling of the RE with
subsystem size. To this end, both V̂ and Ŵ should be restricted to
a partition of size LA of the system, but otherwise the
corresponding multiple quantum intensities are computed as
discussed above (see also Methods). Figure 4d shows the excellent
agreement between the partial system FOTOCs (blue squares)
and RE (black diamonds), comparisons that illustrate the utility
of FOTOCs to characterize complex many-body entanglement.

Experimental implementation in trapped ion simulators.
Trapped ions present a promising experimental platform for the
investigation of the physics discussed here27,52,53. Here we focus
on two-dimensional arrays in a Penning trap where a tunable
coupling between the ion’s spin, encoded in two hyperfine states,
and the phononic center-of-mass (COM) mode of the crystal can
be implemented by a pair of lasers with a beatnote frequency
detuned by δ from the COM mode and far from resonance to all
other modes, which remain unexcited (Fig. 1b). In the presence of
microwaves (which generate the transverse field) resonant with
the spin level splitting, the effective Hamiltonian is of the form of
Eq. 2 as benchmarked in refs. 27,54. The dynamical control of the
transverse field and sign of the detuning from the COM mode
enables straightforward implementation of a time-reversal pro-
tocol to measure FOTOCs19 (see Fig. 1). Additionally, the many-
body echo requires the application of a spin echo π pulse along
er ¼ ŷ which reverses the signs of Ŝx and Ŝz simultaneously.

Our proposal requires the ability for measuring the fidelity of
the full spin−phonon state, which we have not yet demonstrated
experimentally. However, this will be possible through a
generalization of the protocol discussed in ref. 55 (see Methods).
Additionally, our proposal can be adversely affected by
decoherence present in the experiment. However, the impact of
decoherence will be minimized in future experiments by
increasing the magnitude of relevant couplings of the DM via
parametric amplification of the ions’ motion27,56, thus reducing
the ratio of dissipative to coherent evolution. We illustrate the
predicted effect of decoherence, which is dominated by single-
particle dephasing due to light scattering from the lasers, in the
inset of Fig. 4b. We include the enhancement of the coherent
parameters via the protocol described in ref. 56 while using the
typical experimental decoherence rate of Γ= 60 s−1. The single-
particle decoherence is modeled by an exponential decay of the
FOTOC components IĜ0 ! IĜ0 e

�ΓNt (see Methods). The numer-
ical calculation indicates that even with decoherence the crossover
between the two regimes at B ~ Bc is still well captured. Due to

numerical complexity of solving a master equation we restrict our
simulations to N= 40 ions.

Discussion
We have demonstrated that FOTOCs connect the fundamental
concepts of scrambling, chaos, quantum thermalization, and
multipartite entanglement in the DM. While the concepts pre-
sented here have been limited to collective Hamiltonians, we
believe they can be generalized to more complex many-body
models (Supplementary Note 2). For example, FOTOCs could
provide an alternative approach for performing efficient mea-
surements of RE in a way comparable to other state-of-the-art
methods which have been used to probe entanglement in systems
with up to 20 ions7. Generically, FOTOCs could serve as an
experimental tool capable of uncovering bounds on information
transport and computational complexity, and shed light on how
classical behaviors in macroscopic systems emerge from purely
microscopic quantum effects.

Note added: Upon completion of this manuscript we became
aware of the recent preprints57,58, which present the numerical
and analytic investigation of OTOCs in the Dicke model.

Methods
Classical dynamics and equations of motion. The results presented for the
classical model in Fig. 3 are obtained from the Heisenberg equations of motion for
the operators via a mean-field ansatz, wherein the operators are replaced by the c-
number expectation values, i.e., Ŝj ! hŜji for j ¼ x; y; z and â ! hâi (where we
adopt αRðIÞ as the real (imaginary) component of hâi). We thus obtain an equation

of motion for ~x ¼ ðhŜxi; hŜyi; hŜzi; αR; αIÞ,
d~x
dt

¼ Fð~xÞ; ð5Þ
where

Fð~xÞ ¼

�δαI
δαR � 2gffiffiffi

N
p hŜzi

� 4gffiffiffi
N

p αRhŜyi
�BhŜzi þ 4gffiffiffi

N
p αRhŜxi

BhŜyi

0
BBBBBBBB@

1
CCCCCCCCA
: ð6Þ

Lyapunov exponent. The existence of classical chaos can be characterized by the
Lyapunov exponent λL. By definition, classical chaos implies that two initially close
trajectories separated by a distance in phase-space Δ~xð0Þ ¼ j~x1ð0Þ � ~x2ð0Þj diverge
exponentially, jΔ~xðtÞj 	 jΔ~xð0ÞjeλL t , and thus λL > 0 is a signature of chaotic
dynamics.

Formally, the Lyapunov exponent is then defined by taking the limit36

λL � lim
t!1 lim

jΔ~xð0Þj!0

1
t
log

jΔ~xðtÞj
jΔ~xð0Þj : ð7Þ

As the phase-space of our co-ordinate system is bounded, we evaluate Eq. (7)
using the tangent-space method35,59. Essentially, rather than monitoring the
physical separation jΔ~xðtÞj of a pair of initially nearby trajectories, one can instead
solve for the separation in tangent space, denoted by δ~xðtÞ, and substitute this
distance into Eq. (7). The tangent-space separation δ~xðtÞ can be dynamically
computed by assuming an infinitesimal initial perturbation to a reference trajectory
starting at ~xð0Þ ¼ ~x0, leading to the system of equations

d~x
dt

¼ Fð~xÞ; ð8Þ

dΦ
dt

¼ MΦ: ð9Þ
Here, Φ is the fundamental matrix and Mij � dFi=dxj . The tangent-space

separation with respect to the initial point in phase-space ~xð0Þ ¼ ~x0 is extracted by
computing δ~xðtÞ � Φδ~xð0Þ with Φð0Þ ¼ I.

As we are only interested in the maximum Lyapunov exponent, it suffices to
choose the initial separation δ~xð0Þ along a random direction in phase-space, and
we propagate Eqs. (8) and (9) for each initial condition ~x0 for sufficiently large t
that our estimate of λL from Eq. (7) converges.

Connection between classical and quantum Lyapunov exponents. In our dis-
cussion of the exponential growth of FOTOCs, we have argued that λQ is intimately
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related to the classical Lyapunov exponent λL. Specifically, we have that λQ ’ 2λL.
Here, we further articulate this connection using a semi-classical description of the
quantum dynamics, specifically by considering the evolution in the truncated
Wigner approximation (TWA)39.

First, we remind the reader that for a small perturbation δϕ, a FOTOC
FGðt; δϕÞ can be expanded to Oðδϕ2Þ as FGðt; δϕÞ 	 1� δϕ2varðĜÞ. A simple
conclusion from this expansion is that if FGðt; δϕÞ grows exponentially we can
attribute this behavior to the variance, i.e. it must be true that varðĜÞi � eλQ t .

A semi-classical explanation of this exponential growth is simplified by
assuming that Ĝ is an operator which is linear in the classical phase-space variables
~x. For concreteness, let us consider Ĝ ¼ X̂ ¼ 1

2 ðâþ âyÞ as in Fig. 3 of the main text,
which corresponds to αR in the classical phase-space.

Next, we consider a description of the quantum dynamics within the framework
of the TWA. Here, the dynamics is computed by solving the classical equations of
motion (Eq. (5)) with random initial conditions sampled from the corresponding
Wigner phase-space distribution of the initial state39. Quantum expectation values
are then obtained by appropriate averaging over an ensemble of trajectories, e.g.,
hX̂i � αR where the overline denotes a stochastic average. The random sampling of
initial conditions serves to model the quantum fluctuations of the initial state.

For a classically meaningful initial state (i.e. a product of coherent states for the
phonon and spin degrees of freedom), the fluctuations in each of the phase-space
variables are typically Gaussian and centered around the expectation values of the
initial state. A concrete example to illustrate this is the state jΨc

0i ¼ jð�N=2Þxi �
j0i considered in the main text. For each trajectory, the variable (αR)j (j denoting
the trajectory), for example, is sampled from a Gaussian distribution with mean
zero and variance 1/4. The connection between the quantum dynamics and
classical chaos is made by instead considering sampling only the fluctuations δαR
about a central classical trajectory, i.e. ðαRÞj ! αclR þ ðδαRÞj .

Solving the dynamics of the central classical trajectory and the ensemble of
fluctuations is then identical to the calculation of Eqs. (8) and (9), from which the
Lyapunov exponent is calculated. In particular, the connection between quantum
and classical exponents is finally made clear by evaluating the quantum variance,

varðX̂Þ ¼ α2R � αR
2

� �
; ð10Þ

� δα2R � δαR
2

� �
: ð11Þ

As δαR is evaluated directly from Eq. (9), then we expect from our previous
calculations that jδαRj � eλLt for a generic random perturbation, sampled
according to the TWA prescription, in parameter regimes where there is classical
chaos. Thus, we extrapolate that the quantum variance will grow like

δα2R � δαR
2 � e2λL t . Inspection of this final result shows that we should expect

λQ ’ 2λL.

Connection between FOTOCs and RE. The connection between the FOTOCs and
entanglement entropy is best established by first considering the case of the spin
−phonon RE S2ðρ̂phÞ. We begin by writing the purity of the reduced density matrix
explicitly in terms of the elements of the density matrix,

Tr ρ̂2phðtÞ
h i

¼
X
n;n′

mr ;m
′
r

ρn;n
′

mr ;mr
ðtÞρn′ ;nm′

r ;m
′
r
ðtÞ: ð12Þ

Our insight is that, in the case of a pure global state, the summation in
Eq. (12) for the purity of the reduced density matrix can be manipulated and
re-expressed as

Tr ρ̂2phðtÞ
h i

� IŜr0 ðtÞ þ In̂0 ðtÞ � DŜr ;n̂
diagðtÞ þ CŜr ;n̂

off ðtÞ; ð13Þ
where

DŜr ;n̂
diagðtÞ ¼

X
n;
mr

ρn;nmr ;mr
ðtÞ

h i2
; ð14Þ

CŜr ;n̂
off ðtÞ ¼

X
n≠n′
mr≠m

′
r

ρn;n′mr ;mr
ðtÞρn′;nm′

r ;m
′
r
ðtÞ; ð15Þ

are the sum of the squared diagonal elements of the density matrix and the sum
over the off-diagonal coherences, respectively. Thus, we seek to understand when
these latter terms can be neglected and thus the purity (and associated entropy) is

expressible in terms of only the IĜ0 .
Firstly, there is the case of a large transverse field, B � Bc and an initial state

which is polarized along the direction of the transverse field with vacuum
occupation, i.e., jΨ0i ¼ jð±N=2Þxi � j0i. In this case, we expect the collective spin
to remain strongly polarized along the field direction. If we choose the FOTOC
spin rotation axis to be along that of the initial state and transverse field, Ŝr ¼ Ŝx ,

then we have that CŜx ;n̂
off ðtÞ 	 0 due to the absence of initial coherences between the

spin sectors in this basis, and by similar reasoning In̂0 ðtÞ 	 DŜx ;n̂
diagðtÞ. Hence, we

expect Eq. (13) to simplify so that Tr½ρ̂2phðtÞ� 	 IŜx0 ðtÞ. Identical reasoning can be
applied in the normal phase (B > Bc) when the phonon detuning is the largest
energy scale, such that Tr½ρ̂2phðtÞ� 	 In̂0 ðtÞ.

The second scenario is closely related to the first. Consider an initial coherent
spin state polarized along an arbitrary spin direction and vacuum phonon
occupation. For arbitrary transverse field strength and on sufficiently short time-
scales t≲λ�1

Q , then the spin component of the evolved state remains largely
polarized along a particular axis dictated by the initial state. Similar to the first
scenario, by choosing the spin rotation of the FOTOC, Ŝr , to match the polarization

of the initial state, then we will have Tr½ρ̂2phðtÞ� 	 IŜ
2
r

0 ðtÞ. This is justified as CŜr ;n̂
off ðtÞ

and In̂0 ðtÞ þ DŜr ;n̂
diagðtÞ vanish, as again the state at short times will not have

appreciable coherences between different spin sectors in this basis.
Lastly, for a small transverse field, B � Bc, and beyond short times t ≳ λ�1

Q (i.e.,
beyond the time-scale when the spin state is still strongly polarized and the second

scenario is still valid), we expect Eq. (13) to be well approximated by Tr½ρ̂2phðtÞ� 	
IŜr0 ðtÞ þ In̂0 ðtÞ for any spin rotation axis Ŝr. This is because initially pure states
which are sufficiently scrambled after a quench of the system parameters closely
resemble so-called canonical pure thermal quantum (cTPQ) states60 in a generic

basis. For cTPQ states, the summation over off-diagonal coherences CŜr ;n̂
off vanishes

exactly for a sufficiently large system as the coherences can be considered as
random variables60. Moreover, for a typical spin rotation axis Ŝr, the cTPQ state
will have a spin distribution PðMŜr

Þ which is largely delocalized implying that

DŜr ;n̂
diag � 1=ðNnphÞ where nph is some constant which characterizes the spread of the

boson number distribution. The term DŜr ;n̂
diag is then typically much smaller in

magnitude when compared to the remaining terms IŜr0 and In̂0 . This reasoning leads

to Tr½ρ̂2phðtÞ� 	 IŜr0 ðtÞ þ In̂0 ðtÞ. Discussion of the sensitivity of these arguments to
the rotation direction can be found in Supplementary Methods.

More generally, we can extend these arguments to extract a correspondence
with the Renyi entropy of a generic bipartition of the spin−phonon system.
Specifically, splitting the system S into a subsystem A: L spin-1/2s, and its
complement Ac: N − L spin-1/2s and the bosonic mode. In the weak-field regime
B � Bc, Tr½ρ̂2A� 	 IA0 þ IAc

0 . Here, the terms IA0 and IAc
0 are obtained as the Fourier

amplitudes of fidelity OTOCs for generalized rotations within each subsystem.

Specifically, a local rotation eiϕŜr;A taken to act on the spin-12s in the A subsystem,

and a joint (but uncorrelated) rotation eiϕŜr;Ac eiθâ
y â of the spins and bosons in the

complement Ac.

Experimental implementation. By preparing an initial spin polarized state, recent
experiments18 demonstrated it was possible to measure the many-body overlap of
the final state with the initial configuration by fluorescence detection. The Dicke
model, however, includes spin and phonon degrees of freedom.

While the full spin–phonon fidelity measurement has not yet been
demonstrated experimentally, such measurement is possible by extending the
method in55 to a multi-qubit system. In particular, we note that this proposal is
comprised of a two-step measurement, where we first measure the spin degree of
freedom. The probability of all ions being in the dark state (i.e. all in the state |↓〉z)
can be measured with excellent fidelity and has been previously demonstrated18.
The dark state does not scatter photons, and as such, this measurement will not
change the state of the phonons. Next one can proceed to measure the phonon
occupation via the protocol described in ref. 55.

Finally, as noted in the main text, we have taken into account the single-particle
decoherence present in the experiment. The results presented in the main text
accounted for this by approximating the effects of decoherence by an exponential

decay, �IĜ0 ! �IĜ0 e
�ΓNt . We have justified this approximation by comparing to an

efficient numerical solution of the full Lindblad master equation19,61,62 for smaller
system sizes (N= 10). We find that the decoherence is well-captured by the
approximate model for all transverse field strengths B considered.

Thermal and diagonal ensembles. The canonical thermal ensemble, used in
Fig. 4, is defined by the density matrix ρ̂therm ¼ e�βĤD=Tr½e�βĤD �, which is char-
acterized by the inverse temperature β= 1/(kBT). This inverse temperature is
chosen such that energy of the ensemble is matched to that of the initial state of the
dynamics, hEitherm � Tr½ĤDρ̂therm� ¼ hΨ0jĤDjΨ0i. The RE for bipartitions of the

thermal ensemble is then obtained via the definition Stherm2 � �log Tr½ðρ̂thermLA
Þ2�

� �

where ρ̂thermLA
¼ Trph;N�LA

ðρ̂thermÞ is the reduced density matrix obtained after tra-
cing out the phonon degree of freedom and the remaining N− LA spins.

A related concept is the diagonal ensemble ρ̂D
1,63, which generically describes

the (time-averaged) observables of a quantum system which has relaxed at long
times. The ensemble is defined as the mixed state ρ̂D � P

En
jcEn j

2jEnihEnj; where
cEn � hΨ0jEni and |En〉 are the eigenstates of the Hamiltonian ĤD with associated
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eigenvalue En. We use this diagonal ensemble as a comparison to the time-averaged
distribution functions P(Mz) and P(n) in Fig. 4.

Data availability
The source data underlying Figs. 2–4 of the main text are provided as a source data file.
Additional numerical data and computer codes used in this study are available from the
corresponding author upon request.
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ARTICLE OPEN

Preserving entanglement during weak measurement
demonstrated with a violation of the Bell–Leggett–Garg
inequality
TC White1,4,5, JY Mutus1,4,5, J Dressel2, J Kelly1, R Barends1,5, E Jeffrey1,5, D Sank1,5, A Megrant1,3, B Campbell1, Yu Chen1,5, Z Chen1,
B Chiaro1, A Dunsworth1, I-C Hoi1, C Neill1, PJJ O’Malley1, P Roushan1,5, A Vainsencher1, J Wenner1, AN Korotkov2 and
John M Martinis1,5

Weak measurement has provided new insight into the nature of quantum measurement, by demonstrating the ability to extract
average state information without fully projecting the system. For single-qubit measurements, this partial projection has been
demonstrated with violations of the Leggett–Garg inequality. Here we investigate the effects of weak measurement on a maximally
entangled Bell state through application of the Hybrid Bell–Leggett–Garg inequality (BLGI) on a linear chain of four transmon
qubits. By correlating the results of weak ancilla measurements with subsequent projective readout, we achieve a violation of the
BLGI with 27 s.d.s. of certainty.

npj Quantum Information (2016) 2, 15022; doi:10.1038/npjqi.2015.22; published online 16 February 2016

INTRODUCTION
Quantum computing promises greater processing power through
the clever application of superposition and entanglement. Despite
the importance of this uniquely quantum behaviour, it occurs
elusively behind the non-unitary effects of measurement collapse.
Weak measurements1–3 have provided new insight into this
process by demonstrating the ability to extract average state
information without fully collapsing the system. These gentler
measurements have allowed single-configuration violations of the
Leggett–Garg inequality4–11 and, more trecently, the detailed
tracking of single-qubit trajectories.12,13 It is an outstanding
challenge, however, to achieve the same level of measurement
control with an entangled state. Here we demonstrate a
continuous and controlled exchange between extracted
single-qubit state information and two-qubit entanglement
collapse, through the unique framework of the Bell–Leggett–Garg
inequality (BLGI). We quantify this effect by correlating variable
strength ancilla qubit measurements with subsequent projective
readout to collect all the statistics of a Bell inequality
experiment14–17 in a single quantum circuit. In addition, we
demonstrate the ability to measure the Bell state with minimal
entanglement collapse, by violating this hybrid BLGI18 at the
weakest measurement strengths. This experiment indicates that it
is possible carry out high-fidelity ancilla measurement in large
entangled systems. In addition, combining this experiment with
remote entanglement methods19 may eventually lead to a
loophole-free violation of classical hidden variable theories.
The challenge of successfully implementing weak

measurements is twofold: the first challenge is to evaluate the
amount of information extracted on average by the measurement;

the second challenge is to evaluate the measurement back-action
on the system. For a single-qubit state, the Leggett–Garg
inequality20 (LGI) provides an elegant way to do both with a
single experiment. The LGI was originally designed to verify the
‘quantumness’ of macroscopic objects through the effects of
projective measurement, which allows larger correlations between
successive measurements (e.g., at times t1o t2o t3) than are
possible classically. More recent generalisations of the LGI prepare
a known state at time t1 and replace the intermediate
measurement at time t2 with a weak measurement.4–11 This
minimises the quantum-state disturbance while still extracting
sufficient information on average. Ideally, this allows all the
statistics necessary for a violation of the inequality to be measured
with a single experimental configuration. Violating the inequality
in this way guarantees that the state information has been
extracted without significant back-action on the system.7

Evaluating the effect of weak measurements on an entangled
state is more difficult because the degree of entanglement is
generally challenging to quantify. The most robust method for
quantifying entanglement remains a Bell test,14 which was first
proposed by Bell and later refined by Clauser, Horne, Shimony and
Holt into an inequality (CHSH). The CHSH term sums the
correlation measurements of two spatially separated qubits in
four different measurement bases and bounds the maximum total
value of classical correlations to be CHSHj jclass⩽2.
In superconducting qubits, we use qubit state rotations to map

the desired measurement basis onto the ground 0j ið Þ and excited
1j ið Þ states of the system. For measurement rotations a (qubit 1)

and b (qubit 2), the correlation amplitude between two
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measurements is given by

E a; bð Þ ¼ P 00ð Þ - P 10ð Þ - P 01ð Þ þ P 11ð Þ; ð1Þ
where the term P(00) is the probability that both qubits are in the
ground state. A traditional CHSH experiment combines the four
correlator terms

CHSH ¼ E a; bð Þ þ E a0; bð Þ þ E a; b0ð Þ - E a0; b0ð Þ: ð2Þ
Entangled quantum states can violate the classical bound, with a
fully entangled Bell state ideally saturating the quantum upper
bound of CHSHj jquant⩽2

ffiffiffi

2
p

at the specific rotation angles a= 0,
b= π/4, a′= π/2 and b′= 3π/4.
To understand the effect of weak measurement on an

entangled state, we combine the spatial correlations of a Bell
inequality with the temporal correlations of an LGI to construct a
BLGI. The algorithm, as described by Dressel and Korotkov18 and
shown in Figure 1, consists of a CHSH-style experiment in which
each Bell qubit is measured twice in succession as for a
simultaneous LGI.7,10,27 The initial measurements are carried out
by ancilla qubits, which act as probes of the entangled system
before being projectively read out. By varying the degree of
entanglement between each ancilla and the Bell qubit it probes,
we can vary the strength of the measurement. After preparing the
Bell qubits in the anti-symmetric singlet state

Ψ -j i ¼ 1
ffiffiffi

2
p 01j i - 10j ið Þ; ð3Þ

each Bell qubit (β1,2) is rotated to its first measurement angle
(a= 0, b= π/4) and then entangled with its ancilla qubit (α1,2) to

implement the tunable-strength measurement. Next, each Bell
qubit is rotated to its final measurement angle (a′= π/2, b′= 3π/4),
and all four qubits are read out. With this procedure, the data for
each measurement angle are encoded on a distinct qubit (a→ α1,
b→ α2, a′→ β1, and b′→ β2). The BLGI correlator then takes the
form similar to equation (2)

Ch i ¼ - E α1; α2ð Þ - E α1; β2ð Þ þ E β1; α2ð Þ - E β1; β2ð Þ: ð4Þ
where each term is calculated as in equation (1).
The BLGI bounds correlations between these four distinct

measurements based on the classical assumptions of local-
macro-realism18 (See Supplementary Information at link for further
discussion of the sample, measurement techniques and mathe-
matical assumptions). Classically, the measurement of one qubit in
the Bell pair should have no affect on the other, and the strength
of the ancilla measurement should have no effect on the result of
the following projective readout. By encoding the measurement
result for each rotation angle on an independent qubit, we can
test both of these assumptions at the same time. Quantum
mechanically, if the ancilla measurement is fully projective then
we should measure the expected correlation amplitude
of E α1; α2ð Þj j ¼ - 1=

ffiffiffi

2
p

only in the initial measurement basis, as
the Bell qubits are no longer entangled after that measurement.
As the ancilla measurement strength is decreased, we should
extract the same qubit information on average while only partially
collapsing the Bell state. For sufficiently weak measurements, the
magnitudes of all four correlators should approach the unper-
turbed Bell state values of 1=

ffiffiffi

2
p

while Ch i approaches 2 ffiffiffi

2
p

. Thus,
a violation implies that our system demonstrates non-classical
correlations through the entanglement of the Bell pair, while also
demonstrating the ability to extract average state information
without significant back-action on the entanglement of the
system.

RESULTS
To quantify the entanglement collapse, we measure each two-
qubit correlator in Ch i versus ancilla measurement strength ϕ. The
data are plotted in Figure 2 alongside theory curves generated by
a quantum model that includes realistic environmental dephasing
and readout fidelity.18 Error bars for the data represent ± 10 s.d. of
the mean to demonstrate the increase in noise with decreasing
measurement strength. For projective angles ϕ≈π/2, the ancilla
measurement results (E(α1, α2)) reflect the correlation expected
from a fully collapsed Bell pair. As the measurement strength is
decreased, this ancilla correlation remains nearly constant while
additional inter-qubit correlations (E(α1, β2), E(β1, α2), E(β1, β2))
emerge. For sufficiently weak measurements, Ch i exceeds the
classical bound of 2 and saturates towards the CHSH value of 2.5,
which is expected from simulations for a fully entangled Bell state
in realistic experimental conditions (see Supplementary
Information at link for further discussion of the sample, measure-
ment techniques and mathematical assumptions).
The measured BLGI correlations follow the theoretical model

very closely for all measurement strengths (see Supplementary
Information at link for further discussion of the sample,
measurement techniques, and mathematical assumptions). This
behaviour reveals the continuous and controlled exchange
between the collapse of an entangled Bell state and the
single-qubit state information gained from tunable-strength
measurements. Each ancilla qubit, when calibrated, retains the
same correlations for all measurement strengths, whereas
each Bell qubit has its correlations damped through partial
projection by its ancilla qubit.18 The effect of partial projection
can be seen in the difference in functional behaviour between
the Bell-ancilla (E(α1, β2), E(β1, α2)) and the Bell–Bell (E(β1, β2))
correlator terms. In the Bell-ancilla terms, the correlations are
suppressed solely because of the randomisation of the Bell qubit,

Figure 1. Schematic of the hybrid Bell–Leggett–Garg inequality and
optical micrograph of the superconducting quantum device. The
algorithm consists of two LGI weak measurement branches, bridged
by the entanglement of the central Bell qubits. The Bell pair (β1,2) is
initially prepared in the anti-symmetric singlet Bell state Ψ-j i. Next,
each Bell qubit is rotated to its first measurement basis (a or b) and
entangled with its ancilla qubit (α1,2). Finally, the Bell qubits are
rotated and projectively read out in bases corresponding to angles a′
and b′. By correlating the final projective readout and the weak ancilla
measurements, we calculate all four terms of a CHSH correlator
simultaneously.

Bell–Leggett–Garg inequality
TC White et al

2
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but they return as soon as measurement strength is decreased.
In the Bell–Bell term, this effect is compounded, as both qubits
are being damped by partial ancilla projection, and thus
the correlations return more slowly. This gives E(β1, β2) its
distinct shape compared with the other correlators. The BLGI
terms can be seen in greater detail in the Supplementary
Information (see Supplementary Information at link for
further discussion of the sample, measurement techniques and
mathematical assumptions).

DISCUSSION
Although other methods exist to characterise entanglement, the
correlation measurements of a CHSH experiment remain one of
the more robust tests of quantum behaviour because of
the considerations given to experimental loopholes. Fortunately,
the unique construction of the BLGI allows us to avoid some of
the more pervasive loopholes appearing in traditional Bell or LG
inequalities. The simultaneous measurement of all four CHSH
terms in a single circuit allows us to avoid any configuration-
dependent bias, such as the disjoint sampling loophole.21 The
near unit detection efficiency in superconducting systems
(See Supplementary Information at link for further discussion
of the sample, measurement techniques, and mathematical
assumptions)22 similarly bypasses the fair sampling loophole,23

which has hindered the investigation of related hybrid inequalities
in optical systems.9,24 In addition, as the data from each ancilla
qubit are only correlated with the data from the Bell and ancilla
qubits on the remote LGI branch, we can substantially relax the
usual LGI noninvasive measurement assumption to the standard
locality assumption needed for a Bell inequality instead.
This locality assumption, fundamental to any Bell inequality,

presumes that no classical interactions between remote qubits
occur during the correlation measurements. The close proximity of
adjacent superconducting qubits on a chip implies that such an

interaction cannot be ruled out here. Thus, behaviour that appears
to be quantum could, at least in principle, be the result of a fast
classical interaction between hidden variables in the system.
Although we cannot yet completely rule out these local
interactions, there are several promising approaches to closing
this loophole as well. The assumptions of the BLGI requires only
spatial separation of the central Bell qubits. The speed and fidelity
of operations in a superconducting qubit system makes modest
spatial separation sufficient, and we can sacrifice some Bell state
preparation fidelity to achieve it. Techniques such as remote
entanglement through measurement,19 may soon provide the
spatial separation necessary to conduct a loophole-free BLGI
experiment.
Despite the few remaining loopholes, the excellent agreement

between data and theoretical predictions in this experiment
allows us to draw certain likely conclusions about the application
of ancilla measurement in superconducting circuit systems. The
functional dependence of the BLGI correlator on measurement
strength implies that the back-action is dominated by the
projectiveness of the measurement. This makes it unlikely
that there is some poorly understood classical error mechanism
that would make it difficult to implement error correction schemes
such as the surface code,25 which rely on sequential high-fidelity
ancilla measurements to detect errors.26 The violation of the BLGI
at the weakest measurement strength also implies that it is
possible to extract average state information without significant
back-action. Normally, the usefulness of this type of measurement
is limited by the large number of statistics required to average the
noisy detector output and the coherence time of the qubits
limiting the total number of measurements. It should be possible,
however, to integrate weak ancilla measurements into a large
surface code cell, which would correct for most errors while also
allowing for a larger ensemble to be collected from the
weak measurement. Thus, weak ancilla measurement could
become an important tool in understanding the dynamics of
large quantum systems.
In the course of this work, we have demonstrated the

continuous and controlled collapse of an entangled state based
on the strength of tunable ancilla measurements. This behaviour
was quantified using the simultaneous correlation measurements
that make up the Bell–Leggett–Garg inequality. The violation
of this inequality at the weakest measurement strengths
demonstrates the viability of using weak ancilla measurements
to conduct many sequential measurements of entangled states.
This provides a window into the evolution of entangled states,
which is a critical component in scaling to larger quantum
systems. With the inclusion of new remote entanglement
algorithms, the BLGI may also lead to loophole-free violations of
classical hidden variable theories. Last, this demonstrates that as
we scale to larger multi-qubit systems, with the fidelity and control
achieved here, we gain greater access to the rich physics at the
heart of quantum mechanics.

MATERIALS AND METHODS
We performed this experiment on a linear chain of Xmon transmon qubits,
shown at the top of Figure 1, with ground to excited state transition
frequencies in the 4–6 GHz range.26 Each qubit is individually addressed
with a microwave control line, which can be used for single-qubit X or Y
gates, as well as a DC line for implementing Z-gates and frequency control.
These control lines are used in conjunction to execute high-fidelity
two-qubit gates28 for entanglement and ancilla measurement. The state of
each qubit is measured independently using the dispersive shift of a
dedicated readout resonator. Resonators are frequency multiplexed29 and
read out with a broadband parametric amplifier,30 which allows for fast
high-fidelity measurement. Further details of this device can be found in
ref. 26 (See Supplementary Information at link for further discussion of the
sample, measurement techniques and mathematical assumptions).

Figure 2. Graph showing both experimental data (points) and
theoretical predictions (lines) for the correlator Ch i and its four terms
versus measurement strength ϕ. The horizontal gold line denotes the
classical bound on Ch i. The data set was taken by averaging together
200 traces in which each point was measured 3,000 times for a total of
600,000 iterations per point. The error bars represent 10 s.d. of the
mean to demonstrate the scaling of the ancilla measurement noise
versus ϕ. The magnitude of the correlations between each pair of
qubits reveals the extent to which entanglement has been broken for
each measurement strength.
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The ancilla measurement protocol used in this experiment and shown in
Figure 3 is a modified version of the protocol demonstrated in an LGI
violation from Groen et al.10 Initially, an ancilla qubit is Y-rotated by an
angle 0⩽ϕ ⩽ π/2 from its ground state to set the measurement strength. A
control phase gate is then performed, causing a Z rotation of π/2 in the
ancilla qubit depending on the target qubit’s state. Finally, a − Y rotation of
π/2 is performed on the ancilla qubit to rotate into the correct
measurement basis. The visibility of this measurement is then proportional
to the distance of the ancilla state vector from the equator of the Bloch
sphere, as shown in Figure 3b. When ϕ= π/2, this operation
becomes a control-NOT gate and implements a projective measurement.
As ϕ→ 0 the ancilla states become degenerate and no information is
extracted.
As the final position of the ancilla state is dependent on the

measurement strength, the ancilla readout is imperfectly correlated with
the target qubit. That is, the visibility of an ancilla Z average,
Zh iαC sin ϕð Þ Zh iτ , is compressed from the target Z average by a factor
of approximately sin (ϕ). To reconstruct the target Z average from the
ancilla Z average, we should thus rescale the signal by 1/sin (ϕ). Initially,

this was done by a linear fit of the rotation angle ϕ to the qubit drive
amplitude. Unfortunately, this linear fit was too rough to properly calibrate
the smallest drive amplitudes and led to a systemic offset in the calibration
of Zh i. To keep the model as simple as possible, we kept the linear fit but
used a data-based rescaling to set the measured ground state 0j ið Þ
average to 1, which ensures that the calibrated ancilla average is properly
bounded by ± 1, as shown in Figure 3c. Further details of this calibration
can be found in the Supplementary Information (See Supplementary
Information at link for further discussion of the sample, measurement
techniques and mathematical assumptions).
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thermofield dynamics (TFD), entanglement entropies of non-equilibrium finite-spin systems are
examined for both traditional and extended cases. The extended entanglement entropy, Ŝ, is
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through this approach. The capacity of the TFD-based method to distinguish between states in
quantum systems is confirmed.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Subject Index A58

Recently, a new approach to understanding quantum entanglement using thermofield dynamics
(TFD) [1–3] has been proposed in Ref. [4]. In this new treatment of quantum entanglement with
TFD, extended density matrices have been formulated on the double Hilbert space (ordinary and
tilde Hilbert spaces), and the entanglement states show a quantum-mechanically complicated behav-
ior. The new TFD-based method allows the entanglement states to be easily understood, because the
states in the TFD tilde space play the role of tracers of the initial states. In the new analysis, a general
formulation of the extended density matrices has been constructed and applied to some simple cases.
Consequently, it has been found that intrinsic quantum entanglement can be distinguished from the
thermal fluctuations included in the definition of ordinary quantum entanglement at finite tempera-
tures. Based on the analysis presented in Ref. [4], it has been argued that the new TFD-based method
is applicable not only to equilibrium states but also to non-equilibrium states. However, analysis of
the entanglement entropies of non-equilibrium systems was not conducted in Ref. [4] and, therefore,
examination of the entanglement entropies of non-equilibrium systems with the use of TFD is of
current interest. In the present communication, therefore, the “extended” entanglement entropies of
non-equilibrium spin systems are intensively investigated in both the dissipative and non-dissipative
cases, based upon a TFD algorithm.

Let us consider the S = 1/2 spin system described by the Hamiltonian

H = −JSA · SB, (1)

incorporating the spin operators SA = (
Sx

A, Sy
A, Sz

A

)
and SB = (

Sx
B, Sy

B, Sz
B

)
of the subsystems A

and B, respectively. The state, |s〉, of the total system is then denoted by the direct product,

© The Author(s) 2015. Published by Oxford University Press on behalf of the Physical Society of Japan.
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|s〉 = |sA, sB〉 = |sA〉|sB〉. Using the base {| + +〉, | + −〉, | − +〉, | − −〉} the matrix form of the
Hamiltonian (1) is then expressed as

H =
∑

sA,sB,s′
A,s′

B

hsA,sB,s′
A,s′

B

∣∣sA, sB
〉 〈

s′
A, s′

B

∣∣

= − J

4
(| + +〉〈+ + | + | − −〉〈− − |) + J

4
(| + −〉〈+ − | + | − +〉〈− + |)

− J

2
(| + −〉〈− + | + | − +〉〈+ − |) . (2)

For the equilibrium states in terms of the Hamiltonian expressed in Eq. (2) , the ordinary density
matrix, ρeq, of this system can be obtained as

ρeq := e−βH

Z(β)
= e−β J/4

Z(β)

(
eβ J/2 (| + +〉〈+ + | + | − −〉〈− − |)

+ cosh
β J

2
(| + −〉〈+ − | + | − +〉〈− + |)

+ sinh
β J

2
(| − +〉〈+ − | + | + −〉〈− + |)

)
, (3)

where β is the inverse temperature and the partition function, Z(β), is defined as

Z(β) := Tre−βH = 2e−β J/4
(

eβ J/2 + cosh
β J

2

)
. (4)

Let us turn our attention to a non-equilibrium system with dissipation, which is described by the
Hamiltonian of Eq. (2). The time dependence of the ordinary density matrix, ρ(t), of this system is
given by the dissipative von Neumann equation [5–7], where

i�
∂

∂t
ρ(t) = [H, ρ(t)

]− ε
(
ρ(t) − ρeq

)
, (5)

with ε being a dissipation parameter. The solution of Eq. (5) is expressed as

ρ(t) = e−εtU †(t)ρ0U (t) + (
1 − e−εt)ρeq, (6)

for any initial density matrix, ρ0, where the unitary operator, U (t), denotes

U (t) := eiHt/� = eiωt/4
(

e−iωt/2 (| + +〉〈+ + | + | − −〉〈− − |)

+ cos
ωt

2
(| + −〉〈+ − | + | − +〉〈− + |)

− i sin
ωt

2
(| − +〉〈+ − | + | + −〉〈− + |)

)
, (7)
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and ω := J/�. Because the explicit expression of ρ(t) in Eq. (6) is complicated for any initial condi-
tion, hereafter, let us confine ourselves to the initial condition ρ0 = | + −〉〈+ − |. Inserting Eqs. (3)
and (7), along with the initial condition, into Eq. (6), we then obtain

ρ(t) = e−εt

2

(
2
(
eεt − 1

)
3 + e−βω�

(| + +〉〈+ + | + | − −〉〈− − |)

+ cos ωt + eεt + eβω�
(
3 cos ωt + eεt + 2

)
1 + 3eβω�

| + −〉〈+ − |

+ − cos ωt + eεt + eβω�
(−3 cos ωt + eεt + 2

)
1 + 3eβω�

| − +〉〈− + |

+
((

eεt − 1
) (−1 + eβω�

)
1 + 3eβω�

− i sin ωt

)
| + −〉〈− + |

+
((

eεt − 1
) (−1 + eβω�

)
1 + 3eβω�

+ i sin ωt

)
| − +〉〈+ − |

)
. (8)

The ordinary entanglement entropy, S, is defined by

S := −kBTrA [ρA log ρA] , (9)

with ρA := TrBρ(t), where TrA and TrB represent traces over the variables of subsystems A and B,
respectively. The insertion of Eq. (8) into Eq. (9) yields

S = −kB

(
1 + e−εt cos ωt

2
log

1 + e−εt cos ωt

2
+ 1 − e−εt cos ωt

2
log

1 − e−εt cos ωt

2

)
. (10)

It is also possible to argue that S in Eq. (10) is directly proportional to an entanglement, E(C), which
is a function of the “concurrence”, C := √

1 − e−2εt cos2 ωt [8]. The time dependence of S and C is
displayed in Fig. 1 (in units of kB = 1). In the dissipative system, S and C converge to the constants
kB log 2 and 1, respectively, at t → ∞, so it is reasonable to think that S and C include not only
the contribution of the quantum fluctuation, but also the contribution of the classical and thermal
fluctuations. However, this fact is not manifest in the above expressions of S and C .

We are now in a position to investigate the extended density matrix, ρ̂, in the TFD double Hilbert
space. Note that ρ̂ has been defined in Ref. [4] as follows:

ρ̂ := |�〉 〈�∣∣, ∣∣�〉 := ρ(t)1/2
∑

s

∣∣s, s̃
〉 = ρ(t)1/2

∑
s

∣∣s〉∣∣s̃〉, (11)

using the ordinary density matrix, ρ(t), in Eq. (6), where {|s〉} is the orthogonal complete set in
the original Hilbert space and {|s̃〉} is the same set in the tilde Hilbert space of the TFD [9,10]. If
entanglement subsystems A and B are being examined, each of the |s〉 and |s̃〉 states are represented
as the direct products |sA, sB〉 = |sA〉|sB〉 and |s̃A, s̃B〉 = |s̃A〉|s̃B〉, respectively. We are then led to
the renormalized extended density matrix, ρ̂A, as

ρ̂A := TrBρ̂ :=
∑
sB,s̃′

B

〈
sB, s̃′

B

∣∣ρ̂∣∣sB, s̃′
B

〉

= bd1
∣∣+ 〉 〈+ ∣∣∣∣+̃〉 〈+̃∣∣+ bd2

∣∣− 〉 〈− ∣∣∣∣−̃〉 〈−̃∣∣+ bcf
(∣∣+ 〉 〈− ∣∣∣∣+̃〉 〈−̃∣∣+ ∣∣− 〉 〈+ ∣∣∣∣−̃〉 〈+̃∣∣)

+ bqe
(∣∣+ 〉 〈+ ∣∣∣∣−̃〉 〈−̃∣∣+ ∣∣− 〉 〈− ∣∣∣∣+̃〉 〈+̃∣∣) , (12)
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(a) (b)

(c) (d)

Fig. 1. Time dependence of entropies C, S, Ŝ, and Ŝqe, along with parameter bqe, in dissipative and non-dissi-
pative systems with scaled temperature, T/J = 0.7. Parts (a), (b), and (c) show cases with a scaled dissipation
rate of ε/ω = 0.2, 0.1, and 0.01, respectively. The dotted and dashed lines in parts (a), (b), and (c) represent
the asymptotes of the S and Ŝ curves, respectively. Part (d) is the non-dissipation case (ε = 0).

where the matrix elements bd1, bd2, bcf, and bqe are respectively obtained as analytic functions of
t , β, ε, and ω, and correspond to the two diagonal components (d1 and d2), the classical fluctua-
tions (cf), and the quantum entanglements (qe) of ρ̂A, respectively. The parameter bqe in Eq. (12)
expresses the quantum entanglement effect. This quantum fluctuation plays a crucial role in vari-
ous quantum systems, and it has been used as an order parameter of 2D quantum systems [11,12].
The time dependences of the parameter bqe in several cases are shown in Fig. 1. As can be seen
from Eq. (12), only the intrinsic quantum entanglement is extracted clearly in the TFD formulation.
In particular, it can be understood that the entangled state of the system emerges through a single
product, such as

∣∣+ 〉〈+ ∣∣∣∣−̃〉 〈−̃∣∣, in ρ̂A.
The “extended” entanglement entropy is defined as

Ŝ := −kBTrA
[
ρ̂A log ρ̂A

]
, (13)

using the renormalized ρ̂A in Eq. (12) [4]. The insertion of Eq. (12) into Eq. (13) and subsequent
simplification eventually yield

Ŝ = Ŝcl + Ŝqe, (14)
where

Ŝcl := −kB

⎛
⎝√4b2

cf + (
bd1 − bd2

)2 arccoth
bd1 + bd2√

4b2
cf + (

bd1 − bd2
)2

+ bd1 + bd2

2
log

(
bd1bd2 − b2

cf

)⎞⎠ , (15)
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and

Ŝqe := −2kBbqe log bqe, (16)

respectively. In Eqs. (14), (15), and (16), the expressions of Ŝ, the classical and thermal fluctua-
tion parts, Ŝcl, and the quantum entanglement part, Ŝqe, also incorporate analytic functions of t ,
β, ε, and ω, respectively; however, the full calculation is quite tedious. So, we show the numer-
ical behavior of C, S, Ŝ, Ŝqe, and bqe for a few cases in Figs. 1(a)–(c) (in units of kB = 1). As
can be seen from these figures, at t → ∞, Ŝ converges to the value 0.113 51 · · · , and both Ŝqe

and bqe vanish, respectively. As a consequence, the traditional entanglement entropy, S, becomes
larger than the extended entanglement entropies, Ŝ and Ŝqe, at t → ∞. Ŝqe is then smaller than
S when ε is relatively larger. As ε becomes smaller, Ŝqe becomes compatible with S and, at ε = 0,
Ŝqe � S. These results suggest that the quantum entanglement is enhanced as the dissipation becomes
weaker.

For non-dissipative systems, Ŝ in Eq. (14) and Ŝqe in Eq. (16) reduce to

Ŝ = −kB

(
cos4 ωt

2
· log

(
cos4 ωt

2

)
+ sin4 ωt

2
· log

(
sin4 ωt

2

)
+ 1

2
sin2 ωt · log

(
sin2 ωt

4

))
,

(17)
and

Ŝqe = −kB

2
sin2 ωt · log

(
sin2 ωt

4

)
, (18)

respectively, at ε = 0. The time dependence of Ŝ and Ŝqe at ε = 0 is shown in Fig. 1(d) (in units
of kB = 1). It is apparent in this figure that all the curves (C, S, Ŝ, Ŝqe, and bqe) showing the
entanglement have the same phase; however, their amplitudes differ. Specifically, Ŝ is larger than S
and Ŝqe ≈ S at ε = 0, a result that differs from that of Ref. [4] and that can be seen in Eqs. (17) and
(18). It appears that a mistake was made in Ref. [4] in counting the non-zero eigenvalues of ρ̂A.

In this communication, we have examined the extended entanglement entropies of non-equilibrium
spin systems in both the dissipative and non-dissipative cases, based upon the TFD formulation. In
the dissipative case in particular, the extended entanglement entropy is derived using the extended
density matrix and is proven to separate into the classical and thermal fluctuation parts and the quan-
tum entanglement part. These quantities are compared to the traditional entanglement entropy, the
concurrence, and bqe in ρ̂A. These results are summarized in Fig. 1 and show that the conditions
yielding the maximum entangled state can be obtained using these five quantities.

We have clearly indicated that, in the TFD formulation, the extended quantum entanglement
entropy part and the parameter bqe are recognized as effective quantities for measurement of the quan-
tum entanglement. It is apparent that the new TFD-based method enables us to clearly distinguish
between the various states of quantum systems.
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Abstract: Invariance, equivariance and disentanglement of transformations are important topics in the field of
representation learning. Previous models like Variational Autoencoder [1] and Generative Adversarial Networks [2]
attempted to learn disentangled representations from data with different levels of successes. Convolutional Neural
Networks are approximately equivariant and invariant (if pooling is performed) to input translations. In this report,
we argue that the recently proposed Object-Oriented Learning framework [3] offers a new solution to the problem of
Equivariance, Invariance and Disentanglement: it systematically factors out common transformations like translation
and rotation in inputs and achieves “exact equivariance” to these transformations — that is, when the input is
translated and/or rotated by some amount, the output and all intermediate representations of the network are also
translated and rotated by exactly the same amount. The transformations are “exactly disentangled” in the
sense that the translations and rotations can be read out directly from a few known variables of the system without
any approximation. Invariance can be achieved by reading other variables that are known not to be affected by the
transformations. No learning is needed to achieve these properties. Exact equivariance and disentanglement are
useful properties that augment the expressive power of neural networks. We believe it will enable new applications
including but not limited to precise visual localization of objects and measuring of motion and angles.
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1 Introduction

We first discuss our interpretation of the following three concepts: Invariance, Equivariance and Disentanglement.
Invariance is a property that the representation does not change under some transformations of the input. It has
been studied extensively by I-theory and related work [4, 5, 6].

Equivariance is a property that the representation changes when input transforms (see [7] for related discussion).
Note that equivariance under this general definition is easy to achieve — even random projections of the input or
the input itself are equivariant. When we use the term equivariance, it stresses the fact that information of the
transformations is retained/encoded by the network, instead of being discarded, contrasting the case of invariant
representations.

Disentanglement, on the other hand, is highly related to equivariance but being more specific. It is a property
that the information of some transformation of the input is not only encoded in the network/system, but also in
only a few variables instead of being spreaded out in a distributed fashion. In other words, transforming the input
should change the representation extracted by the network, but only affecting a few (preferably known) dimensions,
leaving the other dimensions completely unchanged.

Disentanglement is a perfect balance of invariance and equivariance: for any transformation, the representation
provides both invariant and equivariant code, but in separate (known) channels/dimensions. This allows for clear,
versatile and interpretable manipulation of information throughout the system.

Notice that existing invariance scheme such as in convolutional networks or the more general ones described in
i-theory can be made equivariant, invariant and disentagled by performing a read-out pooling operation at the very
last layer.

1.1 Common Approaches to Invariance, Equivariance and Disentanglement

Translation is the most common transformation in a wide variaty of modalities. The most popular solution to
invariance and equivariance of translation is the well-known convolutional neural networks (ConvNets) [8, 9, 10]. If
spatial pooling is performed, the representation becomes invariant to local or global translation of the input.

Although ConvNets can be equivariant to translation, there is significant amount of quantization error as the signals
travel from bottom to top of the network (even without local pooling). In higher layers, the spatial locations of
inputs are not encoded in a precise fashion — the spatial uncertainty accumulates as the number of layers increases.
Local and global poolings, if added to ConvNet, discard translation information in a unrecoverable fashion, making
this problem even worse.

There has been a large body of literature (to be discussed more later) focusing on learning disentangled representations
from data using Variational Autoencoder [1] and Generative Adversarial Networks [2]. They tend to show that
some dimensions in high layers of the network encodes common transformations like translation, rotation and some
more general transformations in a mixed fashion on digits (MNIST) [1] and recently on domain-specific datasets
[11, 12]. As most of these models adopt ConvNets, they suffer from the same issue of not being precise (e.g., loss
of translation information in higher layers). Hinton’s Capsule model [13] also learns some level of disentangled
representations from data. The limitation of above approaches are that they are very data dependent and have
not been generalized well to broad categories of real-world objects (e.g., ImageNet). And it is not clear how to
systematically deal with several transformations without interference.

1.2 Object-Oriented Learning: A New Solution to Invariance, Equivariance and
Disentanglement

Object-Oriented Learning [3] provides a new approach to the problem of invariance, equivariance and disentanglement.
Instead of encoding transformations into distributed code as that in the traditional “feature-oriented” learning, we
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adopt a basic representational atom “object/symbol” that packages transformation parameters as fields/properties
(conceptually analogous to a class in object-oriented programming).

In our current system, each object has several fields/properties: its location represented by x and y coordinates
(and z if extended into 3D), its pose of rotation represented by an angle (or quaternion in the case of 3D), its scale
represented by a scaling factor and finally its signature, which is a vector that encodes information that can identify
the object but invariant to its transformations (e.g., translation, rotation and scaling).

Each field of an object represents a disentangled transformation parameter. When an object is predicted, its
transformation parameters are also predicted. The transformation parameters and signature of objects can be
trained end-to-end on any task.

1.3 Equivariance and Disentanglement with Arbitrarily Fine Precision

The main advantage of our treatment of equivariance and disentanglement is that in our framework they can be
made “arbitrarily precise” . Unlike ConvNets, which are restricted by its grid representation and inability to
represent rotations and scalings, our framework encodes transformation parameters as fields of the objects, with
arbitrary precision (e.g., floating point numbers in our experiments).

Our framework offers a new level of expressive power: whenever the input is transformed (e.g., translated, rotated
or scaled 1) by some amount Tg, the representation in every intermediate layer of our network reflects exactly the
same amount of transformation Tg in the objects’ fields.

Property 1: Exact Equivariance: Let we use x to denote the input to the system (or to any intermediate layers
of it). Let F () be the function of arbitrary number of “object-oriented layers”, Tg() be a transformation function
parameterized by transformation parameter g. We have:

Tg(F (x)) ≡ F (Tg(x)) (1)

Essentially, the transformation commutes with arbitrary number of layers of processing of our object-oriented layers.
In our current implementation, T() currently supports a combination of translations and rotations (in both 2D and
3D).

Property 2: Exact Disentanglement: there exist a read-out function R() that can always extract transformation
parameters by comparing the high level representations before and after a transformation of the input:

R(F (Tg(x)), F (x)) ≡ g (2)

Note that R() should be as simple as possible (e.g., reading only several known dimensions of the high-level
representation) and ideally be non-parametric since if substantial learning is required to read transformation
parameters, it can hardly be called a “disentangled representation”.

In above definitions, our models guarantees ≡, that is why we name them “exact” equivariance and disentanglement.
In previous models (like ConvNets), ≡ may become ≈, thus becoming not exact.

2 Model

We describe the mechanisms that are needed to achieve Property 1 and 2.
1Scaling is currently treated in the system as several discrete scales. Continuous scaling is being implemented.
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2.1 Voting Layer

The voting layer is described very briefly in [3] and in a more general and principled way in [14]. The main conclusion
from [14] is the following claim:

Proposition 1: Commutative Property of Voting Layer

Assume the input x are a list of objects (instead of pixels), the voting layer V () commutes with the transformation
T (). That is:

T (V (x)) = V (T (x)) (3)

Note that T(x) means that the same transformation is applied to every element of the list of objects x.

2.2 Binding Layer

The binding layer is different from that in [3]. The main idea is to select a subset of objects as representatives of
local clusters of using a suppression mechanism, and these representatives will bind neighbor objects (and itself) to
form a new object. It has two meta parameters: binding radius rb and suppression radius rs. There are different
binding procedures within this class that can satisfy the exact equivariance property, but the the particular binding
procedure we implemented is: 1. every object counts the number of neighbors within radius rb in euclidean space
(2D or 3D) and compute the sum of distances from neighbors to itself. 2. Then every object looks at neighbors
within radius rs to see if it is the object with most neighbors (if there is a tie, check if it has the lowest distances). If
so, it becomes a representative. 3. Each representative averages all objects within radius rs. By averaging, we refer
to both averaging of signatures and properties To be precise, in our implementation, we performed sum of signatures
and average of properties. Average of signatures should behave qualitatively similar, but we did not try it.

Finally, with this binding procedure, we have the additional claim:

Proposition 2: Commutative Property of Binding Layer Assume the input x are a list of objects (instead
of pixels), the voting layer B() commutes with the transformation T (). That is:

B(V (x)) = B(T (x)) (4)

Note that T(x) means that the same transformation is applied to every element of the list of objects x.

Both binding and voting layers commute with the transformations (translation and rotations).

3 Experiments

3.1 Examples of Exact Equivariance

We show several examples of exact equivariance on some simple data in Figure 1, 2 and 3.

3.2 Exact Equivariance in 3D

See [14] for extension of this model in 3D We have also checked
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Figure 1: Exact Equivariance Visualization: Input objects to our network. First row shows two patterns (each
pattern is a collection of objects, illustrated by arrows). Second row shows the two patterns rotated by some angles
(indicated below the image). The rotated images look slightly different because the objects are drawn in some
random orders — the overlay orders are different.
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Figure 2: Exact Equivariance Visualization: Activation of the 3rd layer of our network. Recall that all the
intermediate activations of our network are also objects. Each sub-figure corresponds to the 3rd layer activations
induced by corresponding inputs in Figure 1. The numbers below the sub figures are the average of rotation angles
of the objects (using first row objects as frame of reference — that is why first row values are 0s). We can see that
the 3rd layer activations are exactly equivariant to rotations of the input in Figure 1. The rotated images might
look slightly different because the objects are drawn in some random orders — the overlay orders are different.
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Figure 3: Exact Equivariance Visualization: Activation of the 6th layer of our network. Recall that all the
intermediate activations of our network are also objects. Each sub-figure corresponds to the 6th layer activations
induced by corresponding inputs in Figure 1. The numbers below the sub figures are the average of rotation angles
of the objects (using first row objects as frame of reference — that is why first row values are 0s). We can see that
the 6th layer activations are exactly equivariant to rotations of the input in Figure 1.
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Figure 4: Visualization of 2D Patterns used in our experiments

3.3 Invariant Recognition of 2D Patterns

We train and test our model and ConvNet (the same one used in [3]) on recognizing 2D patterns. There are
10 “objects” (i.e., 10 dots in each pattern) scattered in 10 different ways (i.e., 10-way classification with chance
performance being 90% error). See Figure 4 for visualization. The inputs to our model are objects. Each object has
a signature (3-dimensional, RGB value), a position (x and y) and a pose (scalar angle). To compare with ConvNet,
we embed the objects’ signature and pose into corresponding positions of images. Since positions in images can only
take integer values, we add a uniform noise in [-1,1] to the positions of the objects (different for every minibatch)
and rounded them to integers — this input preprocessing procedure is done for both our model and ConvNet so
that both models take in the same inputs.

The results are shown in Figure 5 and 6. Our model generalizes perfectly to novel rotations that the model has not
seen before.
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Figure 5: Performance of ConvNet (ResNet). It converges to 0 error quickly on training, but does not generalize at
all to novel rotations.
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Figure 6: Performance of our model. Thanks to the exact equivariance and disentanglement property, there is
no difference between the performance of training (rotation=0) test (rotation=0) and test-novel (360 degrees of
rotations).
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ABSTRACT We propose a novel method that can learn easy-to-interpret latent representations in real-world
image datasets using a VAE-based model by splitting an image into several disjoint regions. Our method
performs object-wise disentanglement by exploiting image segmentation and alpha compositing. With
remarkable results obtained by unsupervised disentanglement methods for toy datasets, recent studies
have tackled challenging disentanglement for real-world image datasets. However, these methods involve
deviations from the standard VAE architecture, which has favorable disentanglement properties. Thus, for
disentanglement in images of real-world image datasets with preservation of the VAE backbone, we designed
an encoder and a decoder that embed an image into disjoint sets of latent variables corresponding to objects.
The encoder includes a pre-trained image segmentation network, which allows our model to focus only on
representation learningwhile adopting image segmentation as an inductive bias. Evaluations using real-world
image datasets, CelebA and Stanford Cars, showed that our method achieves improved disentanglement and
transferability.

INDEX TERMS Alpha blend, disentanglement, image segmentation, real-world image, representation
learning.

I. INTRODUCTION
Unsupervised representation learning in image datasets is one
of the main challenges in the field of computer vision [1]–[3],
and it can support downstream tasks such as transfer learning
and reinforcement learning [1], [4]. A popular framework
for unsupervised representation learning is a deep genera-
tive model, which aims to generate high-dimensional images
from low-dimensional latent variables [1], [3]–[6]. Disentan-
gled representation learning (DRL) aims at separating the
representation of latent variables into disjoint parts corre-
sponding to semantically meaningful features [1], [2], [4],
[6], [7]. Disentangled representations can be beneficial for
various tasks of computer vision such as controllable image

The associate editor coordinating the review of this manuscript and
approving it for publication was Khursheed Aurangzeb.

generation [8]–[11], person identification [12], [13] and
robust adversarial training [14].

Deep generativemodels based on a variational autoencoder
(VAE) [5] were used in previous studies on DRL. A VAE
model has an encoder that infers the posterior distribution
of latent variables [5]. Hence, in a VAE-based model, inde-
pendence constraints can be explicitly imposed on the latent
variables by using the output posterior distribution. Several
recently proposed VAE-based DRL methods disentangle the
latent representation by imposing independence constraints
in the loss function [6].

Various DRLmethods based on the information bottleneck
have been proposed for disentangling the latent variables [4],
[6], [15]–[21]. In many DRL methods used in previous
studies, attempts were made to discover factors of varia-
tion without any prior information or supervision. Although
remarkable results were obtained by these unsupervised DRL
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methods using toy datasets such as dSprites [22] and 3D
Shapes [23], there is no guarantee that each latent variable
corresponds to a single semantically meaningful factor of
variation without any inductive bias [10], [24], [25]. Hence,
recent DRL studies have focused on introduction to a model
of an explicit prior that imposes constraints or regulariza-
tions based on the underlying structure of complicated real-
world images [26], [27], such as translation and rotation [2],
[28], hierarchical features [8], [9], [29] and domain-specific
knowledge [10].

Image segmentation has been adopted as an inductive bias
in some DRL methods [7], [30], [31]. By assuming that
an image consists of local subspaces (sets of pixels) cor-
responding to objects, DRL methods partition the image to
disentangle the latent representation, with the latent variables
being separated into distinct sets corresponding to the sub-
spaces. However, conventional DRLmethods based on image
segmentation change the standard VAE backbone to perform
image segmentation and representation learning simultane-
ously [28]. Since the standard VAE has a statistical backbone
supported by the variational Bayesian method, architectural
changes of the VAE model may cause unstable learning and
deteriorate the ability of disentanglement [5], [28]. In this
way, DRL models should have a standard VAE backbone
that has preferable DRL properties, whereas it is difficult to
perform image segmentation and representation learning in
parallel with a VAE model that has the standard structure.
The image segmentation task itself has been studied exten-
sively [32]–[34], and it is possible to utilize a pre-trained
network to perform image segmentation and concentrate the
model only on its latent representation. A pre-trained image
segmentation network has remarkable ability to partition an
image into object-wise subspaces to disentangle the latent
variables while preserving the standard VAE backbone that
has favorable DRL properties.

In this paper, we newly introduce an image segmentation
prior into a VAE model for learning a disentangled repre-
sentation. An image segmentation prior is an inductive bias
that a real-world image consists of subspaces corresponding
to objects, which suggests that image segmentation reveals
the underlying structure of images. We disentangle the latent
representation into each object by imposing this explicit bias
with a pre-trained image segmentation network. We develop
a drastically simplified DRL method based on the image
segmentation prior, which allows a VAE model to focus only
on representation learning. We modify the inner structure
of the encoder/decoder network to treat segmentation masks
explicitly, which enables DRL based on image segmentation
while retaining the statistical backbone and the end-to-end
learning of the standard VAE. We assume that the entire
set of latent variables is composed of two disjoint subsets
that represent the foreground and background subspaces,
respectively. Then we can implement the partition process
with a pre-trained semantic segmentation network, which is a
widely studied task in the field of computer vision. In order to
retain the original VAE-based end-to-end learning approach,

we adopt semantic segmentation instead of instance segmen-
tation or panoptic segmentation. In the encoding/decoding
process, the segmentation masks act as alpha mattes [35]
for learning a disentangled representation of each subspace.
We experimentally validated the effectiveness of our method
using real-world image datasets, the CelebA dataset [36] and
the Stanford Cars dataset [37].

The contributions of our method can be summarized as
follows.

• We propose a novel extended VAE model for DRL in
real-world image datasets by introducing an image seg-
mentation network into the encoding process.

• We adopt a pre-trained semantic segmentation network
as the prior, which allows our model to focus only on
acquiring a disentangled representation without learning
image segmentation.

Our model adopts an end-to-end learning approach that
retains the preferable ability of the standard VAE and intro-
duces an explicit prior to improve the disentanglement in
unsupervised learning.

II. RELATED WORK
A. REPRESENTATION LEARNING
Representation learning is a technology for automatically
discovering representations of data that facilitate prediction
tasks such as classifications [1]. The performance of machine
learning methods is largely dependent on the representa-
tion of data [1]. In other words, one of the core tasks in
machine learning is how to transform data into simple and dis-
criminative representations. Deep neural networks (DNNs)
using multilayer perceptron and convolution operators have
achieved remarkable results for classification and estimation
tasks in a dataset containing a variety of images [38], and
methods using a DNN for representation learning have been
widely studied [1], [5].

B. GENERATIVE MODELS
Deep generative models have been extensively applied to
representation learning, which aims to learn the simple
and low-dimensional representations of complex and high-
dimensional data. VAEs [5] and generative adversarial net-
works (GANs) [39] using DNNs are prominent ones for
image data. Although GANs can generate photo-realistic
high-quality images, the original GAN [39] does not have
an encoder that converts data into latent codes [28]. Hence,
we cannot access the latent representation directly, and it is
difficult to add constraints explicitly for the latent variables to
a GAN-based model [28]. VAE-based deep generative mod-
els have attracted much attention in the field of representation
learning since aVAE [5] has an encoder and a decoder to learn
the mutual transformations of data and latent variables [5],
[6], [15].

C. DISENTANGLED REPRESENTATION LEARNING
DRL is one of the most popular topics in studies on represen-
tation learning. In a disentangled representation, single latent
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FIGURE 1. Overview of our method. The terms LBG and (LFG,Lα) correspond to the first and second terms in Eq. (10), respectively, and LREG means
the third and fourth terms in Eq. (10).

variables are sensitive to changes in single factors of variation
independently and are relatively invariant to irrelevant fac-
tors [1], [6]. There are two main approaches to DRL: implicit
disentanglement and explicit disentanglement.

Implicit disentanglement aims to learn disentangled latent
representations by regularization so that latent variables are
independently distributed. In implicit disentanglement, learn-
ing algorithms use only the given data to extract underlying
factors of variation and do not use any supervisory signals
or explicit inductive biases based on the prior knowledge
of a particular domain. β-VAE [6] aims to encourage the
latent variables to be independent by introducing a balancing
coefficient β to the original VAE. β-VAE with controlled
capacity increase (CCβ-VAE) [15] is an extension of β-VAE
for solving the problem of information capacity on the basis
of the informational bottleneck [15], [40]. β-TCVAE [16] is
an extension of β-VAE in which total correlation loss is intro-
duced. However, implicit disentanglement has no guarantee
that the obtained latent representations are interpretable [24].
Hence, explicit approaches have been widely studied in the
field of disentanglement [26], [27].

Explicit disentanglement is an approach by which the
latent variables are explicitly separated into multiple dis-
joint groups. In the explicit disentanglement, model designers
assign roles to the groups of latent variables. The latent repre-
sentation is disentangled by designing autoencoder networks
and a training algorithm so that the latent variables have
only information about the roles assigned to their groups.

Bepler et al. [2] and Detlefsen and Hauberg [3] performed
disentanglement on image data by separating the latent vari-
ables into two groups assigned to appearance and perspective.
Deng et al. [10] also developed a disentanglement method for
facial images by assigning parameters of a three-dimensional
morphable face model [41] to the latent variables.

Disentanglement by segmentation has been a popular topic
in the field of explicit DRL for image datasets. This approach
is based on the assumption that a real-world image can be
split into disjoint regions corresponding to the objects. The
segmentation of an image as an inductive bias allows the
groups of latent variables to correspond to object regions.
Greff et al. [30] and Yang et al. [31] assigned groups of latent
variables corresponding to the objects in an image on the basis
of instance segmentation. Awisus et al. [7] assigned facial
parts (e.g.,mouth, nose and hair) to groups of latent variables
for face image data.

III. PROPOSED DISENTANGLEMENT METHOD
An overview of our model is shown in Fig. 1. Our model
comprises three networks, an encoder E , a decoder D and an
image segmentation network S. Our goal is to acquire latent
variables z ∈ RN (N being the size of the latent code) that
represent an image x ∈ [0, 1]H×W×3 (H ×W being the size
of the images). We first obtain an image segmentation mask
α ∈ [0, 1]H×W×1 through the image segmentation network
S to partition the image x into two subspaces, the foreground
subspace xFG ∈ [0, 1]H×W×3 that contains the main object
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and the background subspace xBG ∈ [0, 1]H×W×3 that does
not include the main object. Next, we encode the image x into
the latent variables z by the encoder E . Finally, we decode the
latent variables z into a reconstructed image x̂ ∈ [0, 1]H×W×3

by the decoderD to duplicate the original image x. In Subsec-
tion III-A, we introduce the image segmentation prior to the
encoder E and the decoder D by utilizing the segmentation
mask α. In Subsection III-B, we explain the DRL method
based on the standard VAE framework.

A. DISENTANGLEMENT VIA IMAGE SEGMENTATION
PRIOR
To disentangle the latent space into the two subspaces corre-
sponding to the main object and the background, we partition
the image x by the alphamask α. This mask α can be obtained
as α = S(x) by the pre-trained image segmentation network
S. Then we use the mask α to partition the image x into the
background image xBG and the foreground image xFG. This
partitioning process can be described as follows:

xBG = x · (1− αtile), (1)

xFG = x · αtile, (2)

where each operation is element-wise, and αtile ∈

[0, 1]H×W×3 is the extended and copied α along the third
dimension. The two sets of latent variables zBG ∈ RNBG

and zFG ∈ RNFG correspond to xBG and xFG, respectively
(NBG + NFG = N ). These sets zBG and zFG are computed
in separated VAEs (EBG,DBG) and (EFG,DFG,DFG,α). The
encoder networks output the parameters of the variational dis-
tributions of the latent variables (µBG, σBG) and (µFG, σ FG).
The variational parameters are represented by the following
equations:

(µs, σ s) = Es(xs) (s ∈ {BG,FG}), (3)

zs ∼ N (µs, diag(σ
2
s )) (s ∈ {BG,FG}). (4)

To sample the values from these distributions while pre-
serving the differentiability of the networks, we use the
‘‘reparameterization trick’’ [5] expressed as follows:

zs = µs + σ s · εs (s ∈ {BG,FG}), (5)

where each operation is element-wise, and εBG and εFG are
noises sampled from N (0, INBG ) and N (0, INFG ), respec-
tively. Finally, the decoder networks output the reconstructed
image x̂ from the latent variables by the following equations:

x̂ = x̂BG · α̂ + x̂FG · (1− α̂), (6)

where the operations of Eq. (6) are element-wise, and

x̂s = Ds(zs) (s ∈ {BG,FG}), (7)

α̂ = DFG,α(zFG). (8)

Thus, we can obtain the disjoint sets of latent variables
(zBG, zFG) that represent the background and foreground sep-
arately by the pre-trained network S and the separated VAEs
(EBG,DBG) and (EFG,DFG,DFG,α).

B. VAE FRAMEWORK FOR DISENTANGLEMENT
We explain the backbone of VAEs, which performs the dis-
entanglement between the latent variables. The fundamen-
tal backbone follows the standard definition in a VAE [5].
The encoder E includes variational parameters φBG and
φFG that produce variational distributions qφBG (zBG|xBG) and
qφFG (zBG|xFG), respectively. The decoder D is parameterized
by θ to reconstruct the image x as in Eq. (6). Maximization
of the log likelihood log p(x) is performed by maximizing the
evidence lower bound (ELBO) [5] as follows:

ELBO(φ, θ; x) = Eqφ (z|x)[log pθ (x̂|z)]
−KL(qφ(z|x)||p(z)), (9)

where KL is Kullback-Leibler divergence. We define the loss
function L by modifiying the reconstruction losses for the
image segmentation prior and introducing the coefficient β
to the ELBO [6], [15], [16] as

L(φ, θ; x) = EqφBG (zBG|xBG)[− log pθBG (x̂BG|zBG)]

+EqφFG (zFG|xFG)[− log pθFG(x̂FG|zFG)]

+KL(qφBG (zBG|xBG)||p(zBG))

+βKL(qφFG (zFG|xFG)||p(zFG)), (10)

where θ = [θBG, θFG] and φ = [φBG,φFG]. We multiply
the coefficient β only to the regularization term for the fore-
ground region containing the main object due to the assump-
tion that real-world images have more essential information
in the main object, rather than the background. Assuming that
the posterior distributions pθBG (x̂BG|zBG), pθFG (x̂FG|zFG) and
the prior distributions p(zBG), p(zFG) are Gaussian, the loss
function L is expressed as follows:

L(φ, θ; x)=‖xBG−x̂BG‖2+‖xFG−x̂FG‖2

+
1
2

NBG∑
k=1

[
µ2
BG,k+σ

2
BG,k−log σ

2
BG,k−1

]

+
β

2

NFG∑
k=1

[
µ2
FG,k+σ

2
FG,k−log σ

2
FG,k−1

]
. (11)

The terms of the KL divergence can be modified as VAE-
based models. Using the Monte Carlo method, the training
process tries to find optimized parameter values φopt and θopt
by the following equation:

(φopt, θopt) = argmin
φ,θ

[
N∑
i=1

L(φ, θ; x(i))
]
, (12)

where x(i) is the i-th sample in the minibatch training.
One of the advantages of our method is that we can intro-

duce other VAE-based DRL methods by modifying the third
and fourth terms in Eq. (10) and Eq. (11), since the image
segmentation prior preserves the standard VAE backbone as
mentioned in Subsection III-A.
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FIGURE 2. Traversal results along latent variables on CelebA. The top four
of the N latent variables are selected by their highest variances in the
latent codes encoded from the test images.

IV. EXPERIMENTS
We utilized two real-world image datasets, the CelebA
dataset [36] and the Stanford Cars dataset [37]. In the exper-
iments, we used consistent experimental settings in different
models as follows.

• We used 202,599 images in the CelebA dataset [36]
and used 16,185 images in the Stanford Cars
dataset [37]. The images were resized to 64 × 64
pixels. We split the datasets to 80%/10%/10% for the
training/validation/test set, respectively. We performed
hyperparameter tuning with 5-fold cross validation, and
we computed the quantitative results using the test set.

• We selected the value of the hyperparameter β

from {0.001, 0.01, 0.1, 1, 10, 100, 1000} by the highest

FIGURE 3. Traversal results along latent variables on stanford cars. The
top four of the N latent variables are selected by their highest variances
in the latent codes encoded from the test images.

WINDIN score in each of the experiments, methods and
datasets.

• We set the bottleneck size to N = 64 and the number
of latent variables z ∈ RN . In our model, we assigned
the latent variables to the foreground and background
as NFG = 48 and NBG = 16 respectively, where
zFG ∈ RNFG and zBG ∈ RNBG . We empirically chose
these values of NFG and NBG as NFG > NBG because
the images were expected to have meaningful contents
in the foreground region containing the main object.

• We used the PSPNet-1011 [34] trained on the Pascal
VOC 2012 dataset [42] as the pre-trained image segmen-
tation network S to obtain alpha masks α. The Pascal

1https://github.com/divamgupta/image-segmentation-keras
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VOC 2012 dataset comprises real-world images with
objects of various classes, and the literature [34] reported
that a single PSPNet achieved remarkable results for
the semantic segmentation task in the Pascal VOC
2012 dataset.

• We compared our model with recently proposed
VAE-based unsupervised DRL models, the stan-
dard VAE [5], β-VAE [6], CCβ-VAE [15] and
β-TCVAE [16].

A. QUALITATIVE EVALUATION
Wepresent qualitative results by traversing latent variables on
the CelebA dataset in Fig. 2 and on the Stanford Cars dataset
in Fig. 3. These results show that the reconstructed images of
our model have more distinct contours than those of previous
VAE-based models. Furthermore, while standard VAE-based
models have latent variables that affect both the main object
and the background, our model can disentangle the subspace
of the main object from the entire image (shown in Fig. 2(e)).
In our model, the subsets of the latent variables zFG and zBG
correspond separately to the main object, such as a person
or a vehicle, and the background that is irrelevant to the
main object. Changes in zFG cause variation within the main
object subspace, and changes in zBG produce variation in the
remaining subspace. We show that our model can disentangle
information of zFG and zBG by introducing alpha compositing
to the encoding/decoding process and that our model acquires
representations about the foreground object that is invariant
to the background. The invariance between zFG and zBG sug-
gests that the latent traversal over zFG do not cause changes in
the background region. Since β-VAE increases the constraint
on the independence of latent variables, the larger value of
β relatively decreases the constraint on the reconstruction
(‘‘rate-distortion trade-off’’ in the literature [40]). Theweaker
reconstruction constraint causes more blurry reconstruction
images, as larger reconstruction errors are allowed by wider
posterior distributions pθ (x|z).
For images in the CelebA dataset, although our model and

the previous VAE-based DRL methods obtained a latent rep-
resentation corresponding to background brightness, the use
of the previous methods resulted in entangled representation
for factors other than the background brightness. As shown
in Fig. 2, all of the methods successfully disentangled the
background brightness factor. The brightness factor corre-
sponds to the latent variable z1 in VAE [5] (Fig. 2(a)), z2
in β-VAE (Fig. 2(b)), z2 in CCβ-VAE (Fig. 2(c)), z1 in
β-TCVAE (Fig. 2(d)) and zBG,1 in our method (Fig. 2(e)).
However, entangled latent representations for factors other
than the background brightness were obtained by the previ-
ous methods. Changes in personal appearance coincide with
changes in background hue in VAE (z3 in Fig. 2(a)) and
CCβ-VAE (z3 in Fig. 2(c)) for images in the CelebA dataset.
Although β-TCVAE has the two latent variables z2 and z3
that are invariant to the background (Fig. 2(d)), the latent
variable z4 appears to have an entangled representation.
While our model disentangled the background brightness fac-

tor (zBG,1 in Fig. 2(e)), we did not confirm any latent variables
representing the hue of the background in our model. These
results suggest that our model mainly encodes foreground
factors into the latent variables. It supports our assumption
as in Section III that the foreground region contains the
main object and holds the essential information of real-world
images.

Also, latent representations corresponding to the main
object and the background were successfully obtained sepa-
rately by our method for images in the Stanford Cars dataset,
although only the factor of background luminance was dis-
entangled by the previous methods. As shown in Fig. 3, all
of the methods succeeded in disentangling the background
brightness in a single latent variable. In our model, the fore-
ground latent variables zFG,1, zFG,2 and zFG,3 correspond
to the main object and are invariant to the background as
shown in Fig. 3(e). However, a part of the latent traversals
caused both changes at the main object and the background
in the previous unsupervised DRL methods VAE, β-VAE,
CCβ-VAE and β-TCVAE (Fig. 3(a)–(d), respectively).

B. QUANTITATIVE EVALUATION
We assessed the disentanglement capacity of our VAE model
with the image segmentation prior for images in the CelebA
dataset and the Stanford Cars dataset. For images in a
real-world image dataset such as CelebA, it is almost impos-
sible to obtain a true generator that synthesizes photo-realistic
images from the latent variables corresponding separately to
the actual underlying factors of variation since it is the goal
of disentanglement itself [1], [24]. In [43], three important
properties of disentanglement are defined: informativeness,
separability and interpretability. Informativeness means that
a latent variable zi has information of the data x [43]. Separa-
bility means that two latent variables zi and zj (i 6= j) do not
share common information of the data x [43]. Interpretability
means that a latent variable zi only contains information
about the pre-defined factor yk [43].We utilized the following
standard disentanglement metrics that are defined by these
three properties and do not require a ground truth generator:
WINDIN score, RMIG score and JEMMIG score [43].

As shown in Table 1, our model outperformed other unsu-
pervised VAE-based DRL methods in the WINDIN score. A
higher WINDIN value indicates better informativeness and
separability [43]. The WINDIN score is defined by the
following equation:

WINDIN =
N∑
i=1

ρiI (x, zi|z6=i), (13)

where we denote I as mutual information, we denote z6=i as
the set of all latent variables except zi, and

ρi =
I (x, zi)∑N
j=1 I (x, zj)

. (14)

A high WINDIN value suggests that each of the latent
variables zi has a large amount of information about the image
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TABLE 1. Disentanglement. WINDIN score, RMIG score and JEMMIG score over unsupervised DRL methods for images in the CelebA dataset and the
stanford cars dataset. (↑ means that higher is better and ↓ means that lower is better. The ranges denote (Mean) ± (Standard error of the mean) from
5-fold cross validation.)

TABLE 2. Representation transferability. Estimation error over
unsupervised DRL methods for images in the CelebA dataset. (↓ means
that lower is better. The ranges denote (Mean) ± (Standard error of the
mean) from 5-fold cross validation. Dummy means a dummy classifier
that outputs a constant value.)

x that the other latent variables z6=i do not share with the latent
variable zi [43]. In the RMIG score and the JEMMIG score,
although CCβ-VAE surpasses other VAE-based generative
models, our model sustains the level of the baseline VAE.
RMIG and JEMMIG are metrics for interpretability: a higher
RMIG score means that single latent variables represent the
pre-defined factors, and a lower JEMMIG score indicates that
each latent variable represents only one of the factors [43].
The RMIG score for the factor yk is defined as follows:

RMIGk = I (zi∗ , yk )− I (zj◦ , yk ), (15)

where we denote zi∗ and zj◦ as the latent variables with the
highest and the second highest mutual information values for
yk , respectively. A high RMIG score suggests that one single
latent variable has abundant information about the factor yk .
The JEMMIG score for the factor yk is defined as follows:

JEMMIGk = H (zi∗ , yk )− I (zi∗ , yk )+ I (zj◦ , yk )

= H (zi∗ , yk )− RMIGk , (16)

where we denote H as Shannon entropy. A low JEMMIG
score means that one single latent variable zi∗ represents

one single factor yk [43]. If the latent variable zi∗ also
represents some of the other factors y 6=k , the joint entropy
value H (zi∗ , yk ) rises due to the additional information that
yk do not share with the latent variable zi∗ , which results
in the increase of the JEMMIG value. The RMIG score
and the JEMMIG score over all of the factors y are reported
by the mean values as the following equations:

RMIG =
1
K

K∑
i=1

RMIGk , (17)

JEMMIG =
1
K

K∑
i=1

JEMMIGk , (18)

where we denote K as the size of factors y. The results
show that our model drastically improves informativeness
and separability and preserves interpretability of the stan-
dard VAE model in the DRL task. The improved separa-
bility results support the first assumption that a real-world
image can be split into object-wise disjoint regions since our
method obtains disentangled representations that generate the
background and foreground image separately. However, for
images in both datasets, our model did not outperform CCβ-
VAE and β-TCVAE in terms of the interpretability scores
RMIG and JEMMIG. These results suggest a limitation of our
method that performs element-wise disentanglement on the
basis of the loss function of β-VAE (See Eq. (10)), although
our model can explicitly disentangle the groups of latent vari-
ables corresponding to the main object and the background as
shown in Subsection III-A.

To evaluate representation transferability, we performed
estimation of attributes from the latent-space embedding of
our model for images in the CelebA dataset. Concretely,
we trained a linear classifier f (z) ' y that takes the values
of the latent variables z as the input and outputs the label

110886 VOLUME 9, 2021



N. Nakagawa et al.: DRL in Real-World Image Datasets via Image Segmentation Prior

TABLE 3. Estimation on CelebA with different latent variable subsets as
the estimation input. Estimation error over our model using different
subsets of the latent variables. (↑ means that higher is better and ↓
means that lower is better. The ranges denote (Mean) ± (Standard Error
of the Mean) from 5-fold cross validation. None means a dummy
classifier that outputs the most frequent value without any inputs.)

TABLE 4. Ablation study on alpha compositing. Comparison over our
method and that using binary masks instead of alpha compositing in the
CelebA dataset. (↑ means that higher is better. The ranges denote (Mean)
± (Standard error of the mean) from 5-fold cross validation.)

information y. The values of the latent variables z were
obtained by encoding the test images with the encoder.
We utilized the 40 attributes of the CelebA dataset as the label
information y. We compared the estimation errors between y
and f (z) of our model against those of various DRL models.
Table 2 shows that our model achieved the best performance
in the comparative unsupervised VAE-based DRL methods
and reduced the estimation error to 17.40%, which is 1.69
percentage points lower than the baseline VAE. With these
results, we can see that the learned representation z by our
model is more functional for estimating the label information
than existing methods.

Moreover, we examined the different properties of the two
disjoint subsets of the latent variables zBG and zFG. We con-
structed linear classifiers fBG(zBG) and fFG(zFG) correspond-
ing to the subsets zBG and zFG, respectively. We compared the
estimation errors based on the main object information zFG,
the remaining information zBG and the entire information z.
Table 3 shows that our model acquires a more useful repre-
sentation for the estimation task in zFG than in zBG. These
results support the assumption that the main object should
have sufficient information for estimating the attributes.

To validate our utilization of alpha compositing, we intro-
duce binary masks to our method instead. We compared
learned representations from alpha masks and binary masks
in Table 4. These results show the efficiency of alpha com-
positing that retains the differentiability of deep neural net-
works in our method.

Also, there is still room for discussion about the bot-
tleneck size and allocation ratio between NFG and NBG.
Results are expected to be largely dependent on the com-
plexity of datasets. We will study the bottleneck size and
allocation into the foreground and background in our future
work.

V. CONCLUSION
We have proposed a novel DRL method using an image
segmentation prior by a VAE-based generative model for
challenging real-world image datasets. Our model retains
the standard VAE backbone, which allows us to introduce
image segmentation as an inductive bias while preserving
the DRL properties of the standard VAE. Qualitative exper-
iments indicated that our model obtains simple, meaning-
ful latent representation that separately denotes the disjoint
regions for images in real-world image datasets. Quantitative
experiments showed that our model achieves improvements
in the disentanglement of latent variables and the transfer-
ability of latent representation. However, there is still room
for improvement in the element-wise disentanglement of our
method. We will consider introducing additional constraints
or biases for the disentanglement within each separated group
of latent variables.
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ABSTRACT

Improving controllability or the ability to manipulate one or
more attributes of the generated data has become a topic of
interest in the context of deep generative models of music.
Recent attempts in this direction have relied on learning dis-
entangled representations from data such that the underlying
factors of variation are well separated. In this paper, we
focus on the relationship between disentanglement and con-
trollability by conducting a systematic study using different
supervised disentanglement learning algorithms based on
the Variational Auto-Encoder (VAE) architecture. Our ex-
periments show that a high degree of disentanglement can
be achieved by using different forms of supervision to train
a strong discriminative encoder. However, in the absence
of a strong generative decoder, disentanglement does not
necessarily imply controllability. The structure of the latent
space with respect to the VAE-decoder plays an important
role in boosting the ability of a generative model to ma-
nipulate different attributes. To this end, we also propose
methods and metrics to help evaluate the quality of a latent
space with respect to the afforded degree of controllability.

1. INTRODUCTION

Automatic music generation using machine learning has
seen significant improvements over the last decade. Deep
generative models relying on neural networks have been suc-
cessfully applied to several different music generation tasks,
e.g., monophonic music generation consisting of a single
melodic line [1–3], polyphonic music generation involving
several different parts or instruments [4,5], and creating mu-
sical renditions with expressive timing and dynamics [6, 7].
However, such models are usually found lacking in two
critical aspects: controllability and interactivity [8]. Most
of the models typically work as black-boxes, i.e., the in-
tended end-user has little to no control over the generation
process. Additionally, they do not allow any modes for
interaction, i.e., the user cannot selectively modify the gen-
erated music or some of its parts based on desired musical

© Ashis Pati, Alexander Lerch. Licensed under a Creative
Commons Attribution 4.0 International License (CC BY 4.0). Attribution:
Ashis Pati, Alexander Lerch, “Is Disentanglement enough? On Latent
Representations for Controllable Music Generation”, in Proc. of the 22nd
Int. Society for Music Information Retrieval Conf., Online, 2021.

characteristics. Consequently, there have been considerable
efforts focusing on controllable music generation [9–11]
in interactive settings [12–14]. One promising avenue for
enabling controllable music generation stems from the field
of representation learning.

Representation learning involves automatic extraction of
the underlying factors of variation in given data [15]. The
majority of the current state-of-the-art machine learning-
based methods aim at learning compact and useful represen-
tations [16, 17]. These have been used for solving different
types of discriminative or generative tasks spanning several
domains such as images, text, speech, audio, and music. A
special case of representation learning deals with disentan-
gled representations, where individual factors of variation
are clearly separated such that changes to a single underly-
ing factor in the data lead to changes in a single factor of
the learned disentangled representation [18]. Specifically,
in the context of music, disentangled representations have
been used for a wide variety of music generation tasks such
as rhythm transfer [10, 19], genre transfer [20], instrument
rearrangement [21], timbre synthesis [22], and manipulat-
ing low-level musical attributes [23–25].

Disentangled representation learning has been an active
area of research in the context of deep generative models for
music. Previous methods have focused on different types
of musical attributes (e.g., note density [23], rhythm [10],
timbre [22], genre [20], and arousal [25]) and have achieved
promising results. However, contrary to other fields such
as computer vision [18, 26], research on disentanglement
learning in the context of music has been task-specific and
ad-hoc. Consequently, the degree to which disentangled rep-
resentations can aid controllable music generation remains
largely unexplored. While we have shown that unsuper-
vised disentanglement learning methods are not suitable
for music-based tasks [27], the use of supervised learning
methods has not been systematically evaluated.

In this paper, we conduct a systematic study on con-
trollable generation by using supervised methods to learn
disentangled representations. We compare the performance
of several supervised methods and conduct a series of exper-
iments to objectively evaluate their performance in terms of
disentanglement and controllability for music generation.
In the context of this paper, controllability is defined as
the ability of a generative model to selectively, indepen-
dently, and predictably manipulate one or more attributes
(for instance, rhythm, scale) of the generated data. We show
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that while supervised learning methods can achieve a high
degree of disentanglement in the learned representation, not
all methods are equally useful from the perspective of con-
trollable generation. The degree of controllability depends
not only on the learning methods but also on the musical
attribute to be controlled. In order to foster reproducibil-
ity, the code for the conducted experiments is available
online. 1

2. METHOD & EXPERIMENTAL SETUP

The primary goal of this paper is to investigate the degree
to which learning disentangled representations can provide
control over manipulating different attributes of the gener-
ated music. To this end, we train generative models based
on Variational Auto-Encoders (VAEs) [28] to map high-
dimensional data in X to a low-dimensional latent space
Z by approximating the posterior distribution q(z|x) (en-
coder). The latent vectors z ∈ Z can then be sampled to
generate new data in X using the learned likelihood p(x|z)
(decoder). We use different supervised learning methods to
enforce disentanglement in the latent space by regularizing
specific attributes of interest along certain dimensions of the
latent space. These attributes can then be manipulated by
using simple traversals across the regularized dimensions.
Once the models are trained, different experiments are con-
ducted to evaluate disentanglement and controllability.

2.1 Learning Methods

Three different disentanglement learning methods are con-
sidered. Each method adds a supervised regularization loss
to the VAE-training objective

L = LVAE + γLreg, (1)

where L, LVAE, Lreg correspond to the overall loss, the
VAE-loss [28], and the regularization loss respectively. The
hyperparameter γ is called the regularization strength.

The first method, referred to as I-VAE, is based on the
regularization proposed by Adel et al. [29]. It uses a sepa-
rate linear classifier attached to each regularized dimension
to predict the attribute classes. Note that while Adel et
al. use this regularization while learning a non-linear trans-
formation of a latent space, we apply it during training of the
latent space itself. This is a suitable choice for categorical
attributes and is similar to the regularizer used in MIDI-
VAE [20]. The second method is the S2-VAE [26]. This
regularization, designed for continuous attributes, uses a
binary cross-entropy loss to match attribute values to the reg-
ularized dimension. The third method is the AR-VAE [30],
which uses a batch-dependent regularization loss to encode
continuous-valued attributes along specific dimensions of
the latent space. This method is effective at regularizing
note density and rhythm-based musical attributes [25]. For
comparison, baseline results obtained using the unsuper-
vised β-VAE method [31] are also provided.

1 https://github.com/ashispati/dmelodies_controllability
last accessed: 1st Aug 2021
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Figure 1: Overall disentanglement performance (higher is
better) of different supervised methods on dMelodies. In-
dividual points denote results for different hyperparameter
and random seed combinations.

2.2 Dataset & Data Representation

To conduct a systematic study and objectively evaluate
the different methods, not only do we need to be able to
measure the degree of disentanglement in the learned rep-
resentations, but we should also be able to measure the
attribute values in the generated data. Considering this, we
use the dMelodies dataset [27] which is an algorithmically
constructed dataset with well-defined factors of variation
specifically designed to enable objective evaluation of disen-
tanglement learning methods for musical data. This dataset
consists of simple 2-bar monophonic melodies which are
based on arpeggiations over the standard I-IV-V-I cadence
chord pattern. The dataset has the following factors of vari-
ation: Tonic, Octave, Scale, Rhythm for bars 1 and 2, and
the Arpeggiation directions for each of four chords. We use
the tokenized data representation used by dMelodies [27].

2.3 Model Architectures & Training Specifications

The VAE architecture is based on a hierarchical RNN
model [27], which is inspired by the MusicVAE model [1].
Additional experiments using a CNN-based architecture are
omitted here for brevity but provided in the supplementary
material. Since both S2-VAE and AR-VAE are designed
for continuous attributes, the factors of variation are treated
as continuous values by considering the index of the cat-
egory as the attribute value and then normalizing them to
[0, 1]. For instance, the Scale attribute has 3 distinct options
and hence, the normalized continuous values are [0, 12 , 1]
corresponding to the major, harmonic minor, and blues
scales, respectively. Three different values of regularization
strength γ ∈ {0.1, 1.0, 10.0} are used.

For each of the above methods and hyperparameter com-
binations, three models with different random seeds are
trained. The dataset is divided into training, validation, and
test set using a 70%-20%-10% split. To ensure consistency
across training, all models are trained with a batch size of
512 for 100 epochs. The ADAM optimizer [32] is used
with a fixed learning rate of 1e−4, β1 = 0.9, β2 = 0.999,
and ε = 1e−8.
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Figure 2: Attribute-change matrices for different methods. Tn: Tonic, Oc: Octave, Sc: Scale, R1 and R2: rhythm for bars 1
and 2 respectively, A1-A4: arpeggiation direction for the four chords.

3. RESULTS AND DISCUSSION

We now present and discuss the results of the different
experiments conducted. The first experiment objectively
measures the degree of disentanglement in the represen-
tations learned using the different methods. The second
experiment evaluates the degree to which each method al-
lows independent control over the different attributes. The
third experiment throws additional light into the behavior
by visualizing the latent spaces with respect to the different
attributes. Then, we introduce a new metric to evaluate the
quality of latent spaces with respect to the decoder. Finally,
we present a qualitative inspection of the data generated by
traversals along different regularized dimensions to further
illustrate the key findings.

3.1 Attribute Disentanglement

In order to objectively measure disentanglement, we rely on
commonly used metrics: (a) Mutual Information Gap (MIG)
[33], which measures the difference of mutual information
between a given attribute and the top two dimensions of
the latent space that share maximum mutual information
with the attribute, (b) Modularity [34], which measures if
each dimension of the latent space depends on only one
attribute, and (c) Separated Attribute Predictability (SAP)
[35], which measures the difference in the prediction error
of the two most predictive dimensions of the latent space
for a given attribute. For each metric, the mean across all
attributes is used for aggregation. For consistency, standard
implementations are used [18].

The disentanglement performance of the three super-
vised methods on the held-out test set is compared against
the β-VAE model in Figure 1. Unsurprisingly, all three su-
pervised methods outperform the β-VAE across the three
disentanglement metrics. The improvement is much higher
for the MIG and SAP score which both measure the de-
gree to which each attribute is encoded only along a single
dimension of the latent space.

Using supervision, therefore, leads to better overall
disentanglement. Note that this superior performance is
achieved without sacrificing the reconstruction quality. All
three supervised methods achieve a reconstruction accuracy
> 90%. This is a considerable improvement over the un-
supervised learning methods seen in the dMelodies bench-
marking experiments (average accuracy of ≈ 50% [30]).

3.2 Independent Control during Generation

Considering that supervised methods can obtain better dis-
entanglement along with good reconstruction accuracy, we
now look at how effective these methods are for indepen-
dently controlling different attributes. To measure this quan-
titatively, we propose the following protocol. Given a data-
point with latent vector z, 6 different variations are gen-
erated by uniformly interpolating along the dimension rl,
where rl is the regularized dimension for attribute al. The
limits of interpolation are chosen based on the maximum
and minimum latent code values obtained during encoding
the validation data. For the β-VAE model, the dimension
with the highest mutual information with the attribute is con-
sidered as the regularized dimension. An attribute change
matrix A ∈ RL×L, where L is the number of attributes, is
computed using the following formulation:

A(m,n) =

6∑
i=1

[
0 6= |an(zmi )− an(z)|

]
, (2)

whereA(m,n) computes the net change in the nth attribute
as one traverses the dimension rm (which regularizes the
mth attribute), [·] represents the inverse Kronecker delta
function, an(·) is the value of the nth attribute, and zmi
is the ith interpolation of z obtained by traversing along
the rm dimension. This attribute change matrix is com-
puted for each model type by averaging over a total of 1024
data-points in the test-set and across all 3 random seeds (reg-
ularization hyperparameters are fixed at β = 0.2, γ = 1.0).
The matrix is also normalized so that the maximum value
across each row corresponds to one. Independent control
over attributes should result in the matrixA having high val-
ues along the diagonal and low values on the off-diagonal
entries which would denote that traversing a regularized
dimension only affects the regularized attribute.

The following observations can be made from the matri-
ces visualized in Figure 2. First, β-VAE performs the worst
as traversals along different dimensions change multiple
attributes simultaneously. Second, among the supervised
methods, I-VAE and S2-VAE seem to perform better than
AR-VAE. This can be seen from the lighter shades of the
off-diagonal elements in the plots for I-VAE and S2-VAE.
While the better performance of I-VAE is expected since it is
designed for categorical attributes, the poorer performance
of AR-VAE in comparison to S2-VAE needs further inves-
tigation. Finally, the scale attribute (3rd column) changes
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Figure 3: Data distribution (top row) and surface plots
(bottom row) for I-VAE.

the most while traversing the regularized dimensions for
the supervised methods. This indicates that all supervised
methods struggle in generating notes conforming to particu-
lar scales. One explanation for this could be that the scale is
the most complex among all the attributes. Note that while
there is no considerable difference between the disentangle-
ment performance of the three methods (compare Figure 1),
I-VAE and S2-VAE show much better performance com-
pared to AR-VAE in this experiment which shows that
disentanglement does not ensure better controllability.

3.3 Latent Space Visualization

To better understand the difference between disentangle-
ment and controllability of attributes, we try to visualize the
structure of the latent space with respect to the different at-
tributes. This is done using 2-dimensional data distribution
and latent surface plots. Both plots show the variance of a
given attribute (using different colors for different attribute
values) with respect to the regularized dimension (shown
on the x-axis) and a randomly chosen non-regularized di-
mension (shown on the y-axis).

For the data distribution plots, first, latent representations
are obtained for data in the held-out test set using the VAE-
encoder. Then, for each attribute, these representations
are projected onto a 2-dimensional plane where the x-axis
corresponds to the regularized dimension and the y-axis cor-
responds to a non-regularized dimension. To generate the
surface plots, for a given attribute, a 2-dimensional plane
on the latent space is considered which comprises the reg-
ularized dimension for the attribute and a non-regularized
dimension. The latent code for the other dimensions is
drawn from a normal distribution and kept fixed. The latent
vectors thus obtained are passed through the VAE decoder
and the attributes of the generated data are plotted.

Figures 3, 4, and 5 show the results for I-VAE, S2-VAE,
and AR-VAE respectively. In each figure, the top row cor-
responds to the data distribution plots, and the bottom row
shows the latent surface plots. For the surface plots, the

(a) Rhythm Bar 2 (b) Scale

Figure 4: Data distribution (top row) and surface plots
(bottom row) for S2-VAE.

generated data-points sometimes have attribute values that
are either not present in the training set or cannot be deter-
mined (e.g., the generated melody might not conform to any
of the 3 possible scales in the dataset, or the arpeggiation
direction might be neither up nor down). These undefined
or out-of-distribution attribute values are shown as empty
spaces in the latent surface plots.

For all three methods, the data distribution plots (top
rows) show a clear separation of attribute values along the
regularized dimension which explains the high disentangle-
ment performance seen in Section 3.1. However, the meth-
ods differ considerably when the latent surface plots (bot-
tom rows) are compared. I-VAE (see Figure 3) shows good
performance where moving along the regularized dimension
(x-axis) changes the corresponding attribute, while traver-
sals along the non-regularized dimension (y-axis) have little
effect. However, the manner of change is unpredictable.
For instance, in Figure 3(a)(bottom), only 5 out of the 28
possible rhythms are generated. In addition, the order of the
generated rhythms is different from the encoder distribution
in Figure 3(a)(top). In contrast, for S2-VAE, the gradual
change of color in Figure 4(a)(bottom) shows a high de-
gree of controllability for the rhythm attribute. However, it
struggles to control the scale attribute. Traversing along the
non-regularized dimension in Figure 4(b)(bottom) results in
an undesirable change in the scale of the generated melody.
The latent space of AR-VAE (see Figure 5) has the most
discrepancies. Not only is the latent space not centered
around the origin (see the top row of Figure 5(b)) for the
scale attribute, but the degree of controllability is also poor.
For instance, the scale attribute does not change at all along
the regularized dimension (see Figure 5(b)(bottom)). In ad-
dition, the empty spaces in the surface plots show that many
of the generated data-points have an out-of-distribution at-
tribute value. Results for all other attributes are provided in
the supplementary material.

The empty regions in the latent spaces show that while
these methods can train strong discriminative encoders
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Figure 5: Data distribution (top row) and surface plots
(bottom row) for AR-VAE.

which are good for disentanglement, they tend to have weak
generative decoders which are incapable of utilizing the
learned disentangled representations thereby resulting in
holes or vacant regions in the latent space where the behav-
ior of the decoder is unpredictable.

3.4 Latent Density Ratio

From the perspective of the VAE-decoder, holes in the
latent space can have a significant impact on controllability.
Yet, established metrics do not capture this phenomenon
properly. To help quantify this, we propose the Latent
Density Ratio (LDR) metric. We first sample a set of N
(=10k) points in the latent space, pass them through the
VAE decoder, and compute the percentage of data-points
with valid attribute values out of the total number N . The
overall LDR is obtained by averaging this metric across all
attributes. The results in Table 1 show that both S2-VAE
and I-VAE have a lower degree of holes (higher LDR value)
in comparison to AR-VAE which is in line with observations
in the previous experiments.

3.5 Qualitative Inspection of Latent Interpolations

Finally, we take a qualitative look at the data generated
by the different methods while traversing the latent space
along the regularized dimensions. Ideally, traversals along
a regularized dimension should only cause changes in the
corresponding attribute while leaving the other attributes
unchanged. In addition, the regularized attribute should
also change in a predictable manner. Figure 6 shows the
results for the I-VAE method. For each sub-figure, different
rows correspond to melodies generated by traversing along
the regularized dimension for the attribute in the sub-figure
caption. Results for S2-VAE and AR-VAE are shown in
Figures 8 and 7, respectively.

Across methods, most of the time, the melodies gen-
erated by traversing along regularized dimensions show
changes in the corresponding attribute only. For instance,

Learning Method LDR
I-VAE 0.448

S2-VAE 0.544

AR-VAE 0.244

Table 1: LDR metric (higher is better) for different methods

in Figures 6(a) and 7(a), only the rhythm of the second
bar changes while the rest of the melody stays intact. In
Figure 6(c,d), the arpeggiation directions of the third and
fourth chords are flipped, respectively. Also, in Figure 6(b),
all the other attributes remain constant (rhythm, arpeggia-
tion directions) while the pitches of the generated notes
change to reflect different scales. While this is desirable,
there are a few important things to note.

First, the scale attribute seems hard to control. For
instance, in Figure 6(b), for I-VAE, some of the gener-
ated melodies (the first two rows) do not conform to any
of the scales present in the dataset. In Figure 7(b), for
AR-VAE, the scale does not change at all. This diffi-
culty in controlling the scale attribute was also observed in
Section 3.2. Second, depending on the holes in the latent
space, traversals along regularized dimensions sometimes
create melodies with attributes that are unseen in the train-
ing data. This happens also for attributes other than scale.
For instance, in Figure 7(c), row 2, the third chord has an
unseen arpeggiation direction. Finally, for I-VAE, the direc-
tion of change for arpeggiation factors (see Figure 6(c,d))
is unpredictable. While the arpeggiation direction (of the
third chord) goes from up to down in Figure 6(c), the di-
rection (for the fourth chord) is flipped from down to up
in Figure 6(d). This is due to the I-VAE regularization for-
mulation which is agnostic to the order of the categorical
attributes. Contrast this to AR-VAE and S2-VAE, where the
nature of the change in the attribute values is predictable.
The direction of arpeggiation will always go from up to
down for these methods (see Figures 8(a,b) and 7(c,d)).

3.6 Discussion

The results of the experiments in this section show that
supervised methods for disentanglement perform signifi-
cantly better than unsupervised methods. This is expected
since the former use attribute-specific information during
training to guide the model towards learning better repre-
sentations. Among the supervised methods, there are no
major differences in terms of the disentanglement metrics
in Section 3.1. However, controllability during data genera-
tion (discussed in Sections 3.2, and 3.5) differs considerably
between the methods. These differences suggest that while
disentanglement is closely related to a strong encoder (learn-
ing the posterior q(z|x)), improving controllability requires
a strong decoder (learning the likelihood p(x|z)). This ex-
plains the often better performance of conditioning-based
methods relying on adversarial training of decoders [36,37].

Visualizing the latent spaces (in Section 3.3) with re-
spect to the attribute values highlights that the presence or
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(d) Arp Chord 4

Figure 6: Generated data by traversing along regularized dimensions for I-VAE.
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(d) Arp Chord 4

Figure 7: Generated data by traversing along regularized dimensions for AR-VAE.
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(b) Arp Chord 4

Figure 8: Generated data by traversing along regularized
dimensions for S2-VAE.

absence of holes in the learned latent space plays a crucial
role in the degree of controllability afforded by a model.
The LDR metric proposed in Section 3.4 is an attempt to
quantify this behavior. Note that other factors can be con-
sidered while evaluating controllability that have been left
out of this study. For instance, for continuous-valued at-
tributes, one would prefer the regularized dimension having
a positive correlation with the attribute value [30].

4. CONCLUSION

In this paper, we present a systematic investigation of the
relationship between attribute disentanglement and control-
lability in the context of symbolic music. Through a diverse

set of experiments using different methods, we show that
even though different supervised learning techniques can
force effective disentanglement in the learned representa-
tions to a comparable extent, not all methods are equally
effective at allowing control over the attributes during the
data generation process. This distinction is important be-
cause controllability is paramount for generative models [8]
and is often not taken into account while evaluating disen-
tanglement learning methods.

An important observation is the issue of holes in latent
spaces. It should be noted this has also been seen in other
data domains relying on discrete data such as text [38].
There are a few promising directions to address this prob-
lem. One option is to constrain the latent space to conform
to a specific manifold and perform manipulations within
this manifold [38, 39]. An alternative direction could be to
learn specific transformation paths within the existing latent
manifold to avoid these holes [40].

The experiments in this paper have used labels from
the entire training set. Another interesting direction for
future studies could be to extend these experiments to a
semi-supervised paradigm by using a limited number of
labels obtained from only a fraction of the training set [26].
This would increase the confidence in applying these meth-
ods to real-world data where obtaining label information
for the entire dataset might be either too costly or simply
impossible.
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Abstract: Due to the blur information and content information entanglement in the blind deblurring
task, it is very challenging to directly recover the sharp latent image from the blurred image. Consid-
ering that in the high-dimensional feature map, blur information mainly exists in the low-frequency
region, and content information exists in the high-frequency region. In this paper, we propose a
encoder–decoder model to realize disentanglement from the perspective of frequency, and we named
it as frequency disentanglement distillation image deblurring network (FDDN). First, we modified
the traditional distillation block by embedding the frequency split block (FSB) in the distillation block
to separate the low-frequency and high-frequency region. Second, the modified distillation block,
we named frequency distillation block (FDB), can recursively distill the low-frequency feature to
disentangle the blurry information from the content information, so as to improve the restored image
quality. Furthermore, to reduce the complexity of the network and ensure the high-dimension of the
feature map, the frequency distillation block (FDB) is placed on the end of encoder to edit the feature
map on the latent space. Quantitative and qualitative experimental evaluations indicate that the
FDDN can remove the blur effect and improve the image quality of actual and simulated images.

Keywords: image deblurring; feature disentanglement; distillation block; frequency split

1. Introduction

Image blur, caused by camera shake, object motion or out-of-focus, is one of the most
common visual artifacts. The purpose of image deblurring is to recover a sharp latent
image from a blurred image using edge structure and details when a single blurred image
is given. Image deblurring has long been an essential task in computer vision and image
processing. The image blurring can be expressed by Equation (1). Blurred image, blur
kernel, sharp image, noise and the operation of convolution are represented by B, K, I, N
and ∗ respectively.

B = K ∗ I + N, (1)

According to whether the blur kernel is a known condition, the deblurring task can
be divided into two major branches: non-blind image deblurring [1] and blind image
deblurring [2–10]. For non-blind deblurring, the information of the blur kernel K must
be known in advance. According to the blur kernel, the sharp image can be recovered
by reverse convolution on the blurred image. This process is relatively easy to follow
by a calculation standard. However, in most cases, the blur kernel is unpredictable. The
blind image deblurring is to estimate a sharp image when only the blurred image is given.
Obviously, It can be seen that non-blind deblurring is an ill-posed problem. The traditional
methods [11–13] tend to estimate the blur kernel and the sharp image simutaneously. These
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methods generally use assumed prior knowledge to limit the uncertainty of the blur kernels,
thus turning the blind deblurring problem into a non-blind problem. For example, Ref. [11]
believes blur will cause the gradient change of the image. The sharp image is restored by
updating the gradient. Pan et al. [13] proposed a dark channel prior constraining method,
which can solve this ill-posed problem. However, due to the complexity of blur kernel in
the real world, the assumed prior knowledge is inevitably limited and difficult to fully
express the blurry situation in the real scene, which leads to the artifacts in the restored
image. Moreover, these methods based on iterative optimization techniques are very
computationally expensive and usually require tuning a large number of parameters.

With the development of deep learning, many methods [2–10] began to no longer
predict blur kernels but directly restored sharp images end-to-end by constructing an
encoder–decoder structure. Encoder–decoder architecture aims to invert a given blur image
back into the latent space by the encoder, and the image then can be faithfully reconstructed
from the latent feature by the decoder. Nah [2] has built three parallel encoder–decoder
paths, and different paths receive different image scales, so that a sharp image can be
gradually recovered from the blurred image. SRNnet [3] also uses a similar multi-scale
framework, but it introduced the LSTM [14] to share the intermediate layer information
in the latent space. Deblurgan [5] uses the unet-based network as the backbone of the
generator. Deblurganv2 [9] replaced unet-based with pyramid network to achieve the effect
of feature reuse. Through our observation, although the above method solves the problem
of image blurring to some extent. They still cannot restore the original information of the
image well and even introduce artifacts inevitably. Through our analysis, such defects are
mainly due to the design of the encoder–decoder architecture can not disentangle the blur
information from the content information. The encoder task is to extract semantic content
feature map from the image, which will served as important clues to reconstruct a high-
fidelity sharp image. Then, the decoder is guided by the loss function to supplement the
detailed information lost due to the down-sampling in the decoder. It seems reasonable that
since the original blur information has also been eliminated mainly in the encoding process.
There may be only the content information of the image left in the intermediate feature maps
of the latent space. In fact, the blur information of the image is entangled with the content
information. Even if the encoder extracts the semantic feature of content information to the
maximum extent, there will still be some surviving blur information that is entangled with
it so that it is impossible to remove blur features as a single vector or a independent feature
channel from the whole feature maps through linear reorganization. These entangled blur
features are mistaken as valuable clues in the process of decoder, which disturbs the image
reconstruction process of the model and leads to produce unnatural textures and artifacts.

In response to the above problems, we proposed a frequency disentanglement distil-
lation image deblurring network (FDDN) edit on intermediate feature map in the latent
space. We proposed the frequency split block(FSB), inspired by octconv [15], disentangles
the intermediate feature map in latent space in the dimension of frequency. We think that
blur information usually exists in low-frequency features, and semantic feature of content
information usually exists in high-frequency features. Extracting blur information from
blur image or disentangling blur information from content information is a complicated
thing. We cannot solve it directly either, but we can narrow down the scope of solution
through our frequency distillation block (FDB). FDB will greatly retain the high-frequency
features in the feature channel and distillate the low-frequency features so as to solve the
entanglement problem of blur information as far as possible.

There are three clear positive impacts of the FDDN algorithm. First, FDDN is the
first time to define the deblurring task as the disentanglement operation of deblurring
information and image content information, which is different from the previous encoder–
decoder algorithm to generate sharp image directly. Compared with the direct method,
FDDN is more instructive to the network and purposefully guides the network to eliminate
blurry information, rather than relying solely on the training set and loss function. Second,
FDDN algorithm has a great positive impacts in network parameters and running speed,
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which is due to the FDB disentanglement work at latent space, where the complexity of
eigenvectors is the lowest. Third, FDDN has achieved a excellent result both in quantitative
and qualitative aspects.

Our contribution can be summarized in the following three points:

• A frequency split block (FSB) is proposed, distilling high-frequency and low-frequency
features in different channels.

• We propose a frequency distillation block (FDB) that can better retain the information
of the high-frequency characteristic channel and filter and reorganize the information
of the low-frequency characteristic channel.

• A lot of experiments have been conducted to prove the validity of the FDDN that
we designed.

2. Related Work

Image deblurring has also been rapidly developed because of the multi-scale mecha-
nism [2,3,9,16,17]. Nah et al. [2] creatively proposed the multi-scale deblurring pipline at
the first time, which introduced three kinds of blurry images with different sizes into the
model, and achieve a state of the art result in the year of 2017. This multi-scale design make
the model can perceive both detail and semantic information. However, this method re-
quired the network to carry out feature extraction and image reconstruction for three times,
which lead to the number of network parameters is too large, and the model performance
is low. SRN [3] optimized the pipeline of multi scale by employing LSTM mechanism. This
design let model share the feature extraction results across scales. However, the problem of
parameter overload cannot be solved fundamentally. Zhang et al. [16] investigate a new
scheme which exploits the deblurring cues at different scales via a hierarchical multi-patch
model, and propose a simple yet effective multi-level CNNs model called Deep Multi-Patch
Hierarchical Network (DMPHN), which uses multi-patch hierarchy as input. Gao et al. [17]
believed that [2,3] were in two extremes, in which the information of Deep deblurring
net [2] was utterly independent at each scale, while SRN net [3] fused all intermediate
information without screening and both of them could only obtain suboptimal results.
Therefore, [17] proposed a selective sharing mechanism on the basis of multi-scales and
solved the complex problem of very deep network training through jump connection.
Deblurganv2 [9] also introduces a FPN network [18] into the generator to take advantage of
multi-scale feature information, enabling the integration of high-level semantic information
with low-level detail information. However, this design still has some shortcomings. The
upper semantic information will be diluted in the process of transmission, so the higher
semantic information will be gradually weakened in the process of network transmission.
Kupyn et al. [5] creatively introduced the model of adversarial generation network in
image deblurring, which define the task of deblurring as a transformer task. The generator
received blur images as input and sharp images as output, and the discriminator was used
to discriminate the authenticity of the generated images.

In 2021, image deblurring [19–24] also achieved good results. GCResNet [19] proposed
a new codec network, in order to increase the amount of convolution of the graph, the
feature map is converted into the vertices of the pre-generated graph to synthesize the
structure data of the graph. By doing this, we apply Tulaplacian regularization to feature
maps to make them more structured. Pan et al. cited 34 to divide the deblurring process
into two steps and proposed a two-stage network. In the first stage, a public convolutional
network is used to generate an initial deblurred image. In the second stage, the initial
data distribution is transformed into a potential sharp image distribution, and sharp
edges are obtained through a priori network. In addition, they proposed a relativistic
training strategy aimed at learning the priors of potentially sharp images to train prior
networks. Wu et al. [21] designed a deblurring method based on a two-stage wavelet-based
convolutional neural network, which embeds discrete wavelet transform to separate image
context and texture information, and reduces computational complexity. In addition, they
modified the initial module by increasing the pixel attention mechanism and the channel
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scale factor so that the weight of each convolution kernel was changed, and at the same
time, the receiving field was increased and the parameters of the module were significantly
reduced. In order to guide the network to perform higher-quality deblurring and improve
the feature similarity between the restored image and the clear image, SharpGAN [22]
proposes a method that combines feature loss of different levels of image features. In
addition, they introduced the network into the receiving domain block network to improve
the ability to extract fuzzy image features. Wang et al. [23] proposed a new framework that
uses depth variational Bayes to blindly deblur the image. This framework uses discrete
reasoning and deep neural networks (DNNs) to jointly estimate the posterior of potential
clean images and blur kernels. In addition, under the guidance of the lower bound of
evidence, the data of clean images and blur kernels can be considered. Drive a priori
supervision and physical fuzzy models to train the inference DNNs involved. MPRNet [24]
proposed a method, which has two characteristics. One is that information is exchanged in
the order from early to late; the other is to avoid information loss. It is also in the feature
processing block. A horizontal connection is added, and a tightly connected multi-level
architecture is created on this basis.

3. Proposed Method
3.1. Overview

In this article, we also constructed an encoder–decoder network structure as shown
in Figure 1, and it can be divided into three parts. In the first part, the structure of the
encoder is mainly composed of two identical inception down-sampling blocks, as shown
in Figure 2. The inception down-sampling is inspired by the inceptions block [25], where
the down-sampling operation has been completed by max-pooling with a kernel of 2 × 2
and a stride of 1, so that the length and width of the feature map are each 1/2 of the
original length and width. Before pooling, the feature is resampled with the convolution
kernel 3 × 3 and the stride is 1 without changing the size of the feature map. The receptive
field of the feature pixel will expand due to the resampling, thus solving the problem of
detail loss in the process of feature map scale reduction. After the encoding path, it enters
the second part. The middle layer feature in the latent space completes the operation of
frequency disentangle and distillation here through 16 frequency distillation blocks(FDB)
to reduce the disturbance of the network by useless features. We will introduce it in detail
in Section 3.2. The third part is the decoder, in which the gray module is the residual
channel attention block [26], which is also used for feature reorganization, also does not
change the size of the input feature map, but through its channel attention mechanism to
make the decoding network more targeted recovery Image details. The green module is
pixel-shuffle convolution [27], which uses convolution to expand the number of feature
channels without changing the size of the feature map. Then squeeze the feature maps
of multiple channels into one feature map to achieve the purpose of up-sampling, as
shown in Figure 3. Since the expanded feature channels are obtained by convolution layers,
these convolutions can be trained together with other parameters, so compared with the
traditional interpolation up-sampling method [16,17], it can produce more realistic results.
Furthermore, in our frequency disentangle distillation image deblurring network (FDDN),
we design a large number of skip connection mechanisms [17] between encoding path and
decoding path.
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Figure 1. Overview the frequency disentanglement distillation image deblurring network (FDDN).

Figure 2. Inception down-sampling block.

Figure 3. The architecture of pixel-shuffle block.

3.2. The Algorithm Frequency Split Block

Inspired by octconv [15], and in response to the needs of our network itself, we
propose a frequency-based split module. As shown in Figure 4, Where the grey block
representing the input feature map, red block representing high-frequency feature map, and
blue block representing low-frequency. The frequency split block(FSB) is the component
of the frequency distillation block. It is responsible for completing the channel split task
during the distillation. Through the channel split, the useful part is retained, and the less
useful part continues to be recursively distilled. Frequency split block splits the channels
from the perspective of high and low frequencies, making the network more interpretable
and efficient. The frequency split block still follows the design of octconv [15], which can
carry out communication in intra-frequency, as well as inter-frequency. FSB is roughly
divided into the following four steps, as shown in Table 1. Step 1, we determine the
hyperparameter ratio. In order to meet the flexibility of the network, we can set different
ratios according to the distribution of the dataset. The high frequency channel number is
HChannel, and the low frequency channel number is LChannel. In the Step 2, the input
feature map through Conv_croase2h and Conv_croase2l divided into two parts, feature
to high and feature to low. This time, the high and low frequencies that are distinguished
are only roughly divided. In the subsequent of the algorithm, the intra-frequency and
the inter-frequency communication are are distinguished in more detail. Since the mostly
redundant information in low-frequency, we perform down-sampling in the low-frequency
information. Here, the down-sampling is done by a convolution operation with the stride
of 2. The Step 3 is to complete the intra-frequency communication by convh2h and convl2l.
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The Step 4 is inter-frequency communication. In the conversion process between high and
low frequency, it will be accompanied by the transformation of the feature scale. In order
to remove the redundancy of low-frequency information. Finally, through such a frequency
dimension-based disentanglement method, the input features are generated under the
operation of keeping the size unchanged, and two different features of high and low are
generated. The parameters of convolution are shown in Table 2.

Figure 4. The construction of frequency split block(FSB). The gray block represent input feature maps
of FSB. The blue represents low frequency channel and the red means high frequency channels.

Table 1. The algorithm frequency split block.

Input: Fin(w, h, input), ratio, input_channel, output_channel
Step1: Hchannel = ratio * output_channnel
Lchannel = (1-ratio) * output_channel
Step2: Feature to High = lucky_relu[Conv_croase2h(Feature in)]
Feature to Low = lucky_relu[Conv_croase2l(down-sampling(Feature in))]
Step3: H2h = Conv_h2h(feature to high)
L2l = Conv_l2l(feature to low))]
Step4: h2l = lucky_relu[Conv_h2l(down-sampling(feature to high))]
L2h = lucky_relu[Conv_l2h(up-sampling(feature to low))]
Output: Fh = H2h + L2h
Fl = up − sampling(L2l + h2l)

Table 2. The detail parameters of the convolution layer of FSB.

Conv_Name Input_Channel Output_Channel Kernal-Size Stride

Conv_croase2h input_channel Hchannel 3 1
Conv_croase2l input_channel Lchannel 3 1

Conv_h2h Hchannel Hchannel 1 1
Conv_h2l Lchannel Lchannel 1 1
Conv_l2l Lchannel Lchannel 1 1
Conv_l2h Lchannel Hchannel 1 1

3.3. Frequency Distillation Block (FDB)

Frequency distillation block is used in latent space. There are two reasons for this. The
first is to improve the performance of the network. There are high-dimensional features
in the latent space, and the feature size is generally small, which makes the amount of
calculation less during the convolution operation. Second, our purpose is to distinguish
feature information in the frequency dimension. High-dimensional features make it easier
to distinguish between foreground semantic information and background information, as
well as areas with rich features and flat gradients. This makes the high-dimensional features
in latent space suitable for entangled operations. As show in Figure 5a, The traditional
distillation block [28] is a progressive refinement module. It employs three channel split
operations on the preceding features, which will produce two-part features. This one will
be sent directly through the jump link mechanism in the feature fusion stage; this part’s
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channels are regarded as the useful information for restoring the image. The remaining
part will be sent to the next recursive channel split operation. However, it simply divides
the feature channel only according to a ratio. The detail of traditional distillation block [28]
is show in Equations (2)–(5).

Fdistilled1, Fcoarse1 = Split1(L1(Fin)) (2)

Fdistilled2, Fcoarse2 = Split2(L2(Fcoarse1)) (3)

Fdistilled3, Fcoarse3 = Split3(L3(Fcoarse2)) (4)

Fdistilled4 = L4(Fcoarse3)) (5)

Figure 5. (a) represent tradition distillation block; (b) the disgn of FDB.

Therefore, in this article, we propose a frequency distillation block (FDB), as show
in Figure 5b , which is regarded as a frequency-based disentanglement. FDB uses the
frequency split block (FSB) of Section 3.1 mentioned above. Flown (n = 1, 2, 3) is the low-
frequency feature in the feature map, and Fhighn (n = 1, 2, 3, 4) is the high-frequency feature.
By keeping the high-frequency features directly, we think that the high-frequency features
contain rich details such as the contours and edges of the foreground in the image. In
addition, Flown , which is sent to the recursive distillation process again, is the low-frequency
feature. We believe that in the low-frequency feature, the gradient changes slowly. The
low-frequency mainly contains information such as the color, lighting, and blur features of
the image. Of course, it does not completely rule out the existence of some useful details, so
through the next distillation, purification is retained. The operation after this is to complete
the operation of FDB through feature fusion with the saved Fhighn (n = 1, 2, 3, 4). Subsequent
operations merge the saved Fhighn (n = 1, 2, 3, 4) to get the output feature Fout. The detail of
FDB is show in Equations (6)–(11).

Fhigh1, Flow1 = FSB1(L1(Fin)) (6)

Fhigh2, Flow2 = FSB2(L2(Flow1)) (7)
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Fhigh3, Flow3 = FSB3(L3(Flow2)) (8)

Fhigh4 = L4(Flow3) (9)

F = CAT(Fhigh4, Fhigh2, Fhigh3, Fhigh4) (10)

Fout = CCA(F) (11)

3.4. Loss Function
3.4.1. Mse Loss

When training the generative adversarial network, it is necessary to compare the
reconstructed image with ground truth by appropriate measurement. Usually, people use
a pixel-by-pixel comparison loss function to measure the difference between the recon-
structed image and the ground truth. However, using the pixel-by-pixel comparison loss
function alone will produce artifacts. For example, consider two identical images that
are offset from each other by one pixel; although they are very similar in perception, the
results will be very different. In this case, the network will use the average of all possible
solutions as the convergence value, which will cause artifacts. However, the pixel-by-pixel
loss can still retain the detailed information of the picture to a certain extent. Therefore, we
choose MSE as the pixel-by-pixel loss function, but we give it a relatively small weight. See
Equation (12) for specific details.

LMSE =
1

wh

w

∑
x=1

h

∑
y=1

((li)x,y − GθG(Bi)x,y)
2 (12)

Among them, Bi represents the input blurred picture, GθG represents the generation
network, and li is the standard clear image. The w and h are the length and width of the
input/output image, respectively.

3.4.2. Perception Loss

At the same time, research [29] shows that perception loss can make the generation
network improve the image quality. It maps the real picture and the generated picture to
the feature map of the deep network and then calculates the least square method based
on the feature map. This solves the disadvantage of pixel-by-pixel loss and performs
pixel-by-pixel difference on the mapped feature map so that even if there is a certain degree
of displacement, it will not have much impact. The process is shown in Equation (13),
where w, h is the length and width of the feature map, and the parameters of the feature
map are obtained by the VGG-16 network in the ReLU 3_3 layer.

Lpercep =
1

wh

w

∑
x=1

h

∑
y=1

(ϕ(li)x,y − ϕ(GθG(Bi))x,y)
2 (13)

The total loss function is shown in Equation (14).

LTotal = LMSE + λLPercep (14)

4. Experiments
4.1. Dataset

In order to prove the effectiveness of the frequency disentangle distillation image
deblurring network (FDDN) more convincingly, and to avoid the situation that the network
has excellent performance only on a specific dataset due to over-fitting. We will conduct
comparative experiments on three different datasets.

GoPro [2] dataset uses GoPro Hero 4 camera to capture video sequences at 240 frames
per second (fps). This dataset consists of 3214 pairs of blurry and sharp images with a
resolution of 1280 × 720. Among them, 1111 pairs are used as the testset. Different from
using the blur kernel to convolve on a sharp image to obtain a blurred image, GoPro [2]
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follows the approximate camera imaging process during the image generation process in
the blur and integrates consecutive frames within a certain exposure time to highlight the
exposure time. The movement of the object inside is caused by the artifacts caused by the
displacement, thereby generating a blurred image, rather than assuming a specific move-
ment and designing a complex blur kernel. Therefore, there are only pairs of sharp/blurred
image pairs in the dataset, and with no blur kernel. This kind of deblurring dataset without
kernel estimation, compared with the traditional synthetic deblurring dataset with uniform
blur kernel, is in the foreground, and the static background shows more realistic spatial
blur changes.

HIDE [30] dataset is carefully constructed for human-aware image deblurring, cover-
ing a wide range of scenes, motions. HIDE dataset has 8422 sharp and blurry image pairs,
extensively annotated with 65,784 human bounding boxes. For evaluation purposes, the
images are split into separate training and test sets. Following random selection, we arrive
at a unique split containing 6397 training and 2025 test images.

In this paper, we set a new Karate dataset in real scenes. It is difficult to get a
sharp image completely corresponding to the blurred image after obtaining the blurred
image. Even if certain conditions are deliberately created, slight deviations are unavoidable.
Therefore, most of the benchmark datasets are obtained by the synthesis to obtain the
paired images at this stage. There is no way to verify the ability of the algorithm to deblur
the blurred image directly obtained in the real world. Therefore, we built a blurted dataset
of the real scene. The main scene of the dataset is a karate match, and it is unpaired, with
only blurred images and no corresponding ground truth.

4.2. Training Details

The experience environment parameters were as follows: Intel Core i5 9400F CPU@2.9GHz;
memory: 32.00 GB; operating system: Ubuntu18.04; GPU: Nvidia RTX2080Ti. We obtained
the following fixed parameters through repeated experiments and adjustments: ratio = 0.5;
λ = 0.1. The training uses 2500 epochs. The learning rate is 0.001, and each iteration attenu-
ates 0.0000001 after 500 epochs; the optimizer uses adam; it was trained on a RTX2080Ti
for about 14 days. Since it is a fully convolutional network, images of any size can be
accepted. Data enhancement options such as horizontal flip, quality compression, rotation,
optical transformation, color change, cropping, hue saturation transformation, motion blur,
median blur, snow scene and grayscale image conversion, are shown in Figure 6.

4.3. Quantitative and Qualitative Evaluation on Gopro Dataset

We evaluate the performance and efficiency of our model in the GoPro [2] dataset.
We make comparisons with the state-of-the-art deblurring methods [2,16,17,27–29] in
Pre-Processing, in terms of PSNR, SSIM, model size and inference time for images. The
quantitative results are shown in Table 3. Visual comparisons are shown in Figure 7.

4.4. Quantitative and Qualitative Evaluation on Hide Dataset

To verify the validity of our method, we further evaluate our approach on the HIDE
testing set [28]. In Table 4, we show a comparison with some of the methods. Visual
comparisons are shown in Figure 8. From the data, we can see that our proposed method
performs very well on this database.
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Figure 6. The visual represent of data enhancement.

Figure 7. Visual comparison example on the GoPro dataset. (a) DMPHN [16]; (b) Gao et al. [17];
(c) Tao et al. [31]; (d) Ours.
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Table 3. Performance and efficiency comparison on the GoPro dataset.

Methods PSNR SSIM Model Size (MB) Time (s)

DeepDeblur [2] 29.08 0.841 303.6 15
Zhang et al. [3] 29.19 0.9306 37.1 1.4
Gao et al. [17] 30.92 0.9421 2.84 1.6

DeblurGAN [5] 28.70 0.927 37.1 0.85
Tao et al. [31] 30.10 0.9323 33.6 1.6

DeblurGANv2 [9] 29.55 0.934 15 0.35
DMPHN [16] 30.21 0.9345 21.7 0.03

SIS [32] 30.28 0.912 36.54 0.303
Yuan et al. [33] 29.81 0.936 3.1 0.01
Pan et al. [20] 31.40 0.947 - -
Wu et al. [21] 30.75 0.913 29.1 3.2

SharpGAN. [22] 29.62 0.897 - 0.17
Ours 31.42 0.923 8.08 0.019

Figure 8. Visual comparison example on the HIDE dataset. (a) DMPHN [16]; (b) Tao et al. [31];
(c) Kupyn et al. [5]; (d) Ours.

Table 4. Performance comparison on the HIDE dataset.

Methods Sun et al. [34] DMPHN [16] Nah et al. [2] Tao et al. [31] Kupyn et al. [5] GCResNet [19] FDDN (Ours)

PSNR 23.21 29.09 27.43 28.60 26.44 30.04 30.07
SSIM 0.797 0.930 0.902 0.928 0.890 0.924 0.923
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4.5. Qualitative Evaluation of the Real-World Dataset

In this section, we have collected a set of datasets about karate competitions. The
dataset is unpaired, with only blurred images and no ground. Therefore, PSNR and
SSIM cannot be calculated without ground truth. Only in Figure 9 is the deblurring
effect visualized.

Figure 9. Visual comparison example on the karate dataset. (a) DeepDeblur [2]; (b) Deblur [5];
(c) Zhang et al. [3]; (d) Ours.

4.6. Ablation Study

In this part, we verify the effectiveness of the method proposed in this paper through
3 sets of comparative experiments. The verified modules are frequency split block, distil-
lation block, and frequency distillation block. In the first set of ablation experiments, we
replaced the distillation block with resnet [35]. In order to preserve the frequency split
block, we added the frequency split block to the feature pixel level to achieve feature
fusion. We found that the absence of the distillation block will also greatly affect the model
effect. In the second set of ablation experiments, to eliminate the frequency split block, we
used RFDB [27] to replace the frequency distillation block. The channel segmentation of
RFDB [27] uses a single convolution operation. Because a simple structure is used to replace
a complex structure, there will be a slight advantage in the model size. However, through
experimental results, it is found that the deblurring effect of the model will be affected. In
the third set of ablation experiments, we used resnet [35] instead of the complete frequency
distillation block. It was found that the deblurring ability of the model dropped the most
in all ablation experiments, indicating that no matter the distillation block, the frequency
split block, or the frequency distillation block composed of them, they all played a key role
in the model. The specific quantitative data can be seen in Table 5.

Table 5. Quantitative comparison of different ablations of our network on the GroPro dataset.

Distillation Block Frequency Split Block Frequency Distillation Block PSNR SSIM Model Size (MB)

7 X X 29.65 0.892 9.05
X 7 X 29.80 0.901 7.96
X X 7 29.21 0.863 7.89
X X X 31.42 0.923 8.08

4.7. Analysis of the FDDN

Practical advantages: FDDN has achieved convincing results in the three parameters
of PSNR, SSIM and model size, which means that this model has certain advantages in
running speed and running effect. Due to the design of the FDB, the FDDN has a very deep
model structure, which means every pixel of feature map have a very large receptive field.
This property allows the image restoration process can make better use of the surrounding
pixel information to restore the image details. The details can be see in Figure 8. In addition,
according to Experiment 4.6, it can be seen that FDDN can not only recover image blur
well on public datasets, but also generalize to specific application scenarios, such as motion
blur in karate.
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Disadvantages: FDDN cannot directly solve the entanglement of the blur and content
information, but indirectly realizes the entanglement of blur information and content
information through distillation operation in the two dimensions of high and low frequency.
High-frequency information is retained as far as possible, and the redundancy of low-
frequency information is eliminated.

5. Conclusions

Image deblurring is an important technical means to ensure the quality of the image.
In this paper, we hope to realize the disentanglement of blur information and content
information from the perspective of frequency. Therefore, we proposed the frequency
disentanglement distillation image deblurring network (FDDN), which have three contri-
bution: first, we proposed the frequency split block (FSB), which can distill high-frequency
and low-frequency in defferent channels. Second, frequency distillation Block (FDB), which
is a combination of frequency split block (FSB) and distillation block. FDB can be regarded
as a frequency-based disentanglement. By keeping the high-frequency features directly
and sending the low-frequency feature to the recursive distillation process, FDB distillate
the useful feature step by step. Third, we perform extensive experiments on the tasks of
motion deblurring using both synthetic datasets and real images and achieve an efficient
result. We find that the FDDN have a good ability of generalization, and it can restore the
details of blurry area effectively.

In the following work, we will further explore and improve the image restore ability of
FDDN, which is not only used for image blurring, but also can be extended to image derain,
super resolution, image inpainting and other joint tasks. In addition, the transformer
mechanism will be introduced to further improve the quality of image restore. Finally,
we will reduce the parameters of the model, so that FDDN can complete the real-time
deblurring task.
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ABSTRACT

Representation learning focused on disentangling the un-
derlying factors of variation in given data has become an
important area of research in machine learning. However,
most of the studies in this area have relied on datasets from
the computer vision domain and thus, have not been readily
extended to music. In this paper, we present a new sym-
bolic music dataset that will help researchers working on
disentanglement problems demonstrate the efficacy of their
algorithms on diverse domains. This will also provide a
means for evaluating algorithms specifically designed for
music. To this end, we create a dataset comprising of 2-bar
monophonic melodies where each melody is the result of
a unique combination of nine latent factors that span or-
dinal, categorical, and binary types. The dataset is large
enough (≈ 1.3 million data points) to train and test deep net-
works for disentanglement learning. In addition, we present
benchmarking experiments using popular unsupervised dis-
entanglement algorithms on this dataset and compare the
results with those obtained on an image-based dataset.

1. INTRODUCTION

Representation learning deals with extracting the underly-
ing factors of variation in a given observation [1]. Learning
compact and disentangled representations (see Figure 1 for
an illustration) from given data, where important factors
of variation are clearly separated, is considered useful for
generative modeling and for improving performance on
downstream tasks (such as speech recognition, speech syn-
thesis, vision and language generation [2–4]). Disentangled
representations allow a greater degree of interpretability
and controllability, especially for content generation, be
it language, speech, or music. In the context of Music
Information Retrieval (MIR) and generative music mod-
els, learning some form of disentangled representation has
been the central idea for a wide variety of tasks such as
genre transfer [5], rhythm transfer [6, 7], timbre synthe-
sis [8], instrument rearrangement [9], manipulating musical
attributes [10, 11], and learning music similarity [12].

Consequently, there exists a large body of research in

c© Ashis Pati, Siddharth Gururani, Alexander Lerch. Li-
censed under a Creative Commons Attribution 4.0 International License
(CC BY 4.0). Attribution: Ashis Pati, Siddharth Gururani, Alexander
Lerch, “dMelodies: A Music Dataset for Disentanglement Learning”,
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Montréal, Canada, 2020.

Encoder
Tonic: C

Octave: 4
Scale: Major

Rhythm: 7
Chords: C,F  

Contour: Ascend

Observed Data Disentangled Representation

Figure 1: Disentanglement example where a high dimen-
sional observed data is disentangled into a low dimensional
representation comprising of semantically meaningful fac-
tors of variation.

the machine learning community focused on developing
algorithms for learning disentangled representations. These
span unsupervised [13–16], semi-supervised [17–19] and
supervised [10, 20–22] methods. However, a vast majority
of these algorithms are designed, developed, tested, and
evaluated using data from the image or computer vision
domain. The availability of standard image-based datasets
such as dSprites [23], 3D-Shapes [24], and 3D-Chairs [25]
among others has fostered disentanglement studies in vision.
Additionally, having well-defined factors of variation (for
instance, size and orientation in dSprites [23], pitch and
elevation in Cars3D [26]) has allowed systematic studies
and easy comparison of different algorithms. However, this
restricted focus on a single domain raises concerns about
the generalization of these methods [27] and prevents easy
adoption into other domains such as music.

Research on disentanglement learning in music has often
been application-oriented with researchers using their own
problem-specific datasets. The factors of variation have
also been chosen accordingly. To the best of our knowledge,
there is no standard dataset for disentanglement learning
in music. This has prevented systematic research on under-
standing disentanglement in the context of music.

In this paper, we introduce dMelodies, a new dataset
of monophonic melodies, specifically intended for disen-
tanglement studies. The dataset is created algorithmically
and is based on a simple and yet diverse set of independent
latent factors spanning ordinal, categorical and binary at-
tributes. The full dataset contains ≈ 1.3 million data points
which matches the scale of image datasets and should be
sufficient to train deep networks. We consider this dataset
as the primary contribution of this paper. In addition, we
also conduct benchmarking experiments using three pop-
ular unsupervised methods for disentanglement learning
and present a comparison of the results with the dSprites
dataset [23]. Our experiments show that disentanglement



learning methods do not directly translate between the im-
age and music domains and having a music-focused dataset
will be extremely useful to ascertain the generalizability of
such methods. The dataset is available online 1 along with
the code to reproduce our benchmarking experiments. 2

2. MOTIVATION

In representation learning, given an observation x, the task
is to learn a representation r(x) which “makes it easier to
extract useful information when building classifiers or other
predictors” [1]. The fundamental assumption is that any
high-dimensional observation x ∈ X (where X is the data-
space) can be decomposed into a semantically meaningful
low dimensional latent variable z ∈ Z (where Z is referred
to as the latent space). Given a large number of observations
in X , the task of disentanglement learning is to estimate
this low dimensional latent space Z by separating out the
distinct factors of variation [1]. An ideal disentanglement
method ensures that changes to a single underlying factor
of variation in the data changes only a single factor in its
representation [27]. From a generative modeling perspec-
tive, it is also important to learn the mapping from Z to X
to enable better control over the generative process.

2.1 Lack of diversity in disentanglement learning

Most state-of-the-art methods for unsupervised disentangle-
ment learning are based on the Variational Auto-Encoder
(VAE) [28] framework. The key idea behind these meth-
ods is that factorizing the latent representation to have
an aggregated posterior should lead to better disentangle-
ment [27]. This is achieved using different means, e.g., im-
posing constraints on the information capacity of the latent
space [13, 29, 30], maximizing the mutual information be-
tween a subset of the latent code and the observations [31],
and maximizing the independence between the latent vari-
ables [14, 15]. However, unsupervised methods for disen-
tanglement learning are sensitive to inductive biases (such
network architectures, hyperparameters, and random seeds)
and consequently there is a need to properly evaluate such
methods by using datasets from diverse domains [27].

Apart from unsupervised methods for disentanglement
learning, there has also been some research on semi-
supervised [18, 19] and supervised [20, 21, 32, 33] learning
techniques to manipulate specific attributes in the context
of generative models. In these paradigms, a labeled loss is
used in addition to the unsupervised loss. Available labels
can be utilized in various ways. They can help with disen-
tangling known factors (e.g., digit class in MNIST) from
latent factors (e.g., handwriting style) [34], or supervising
specific latent dimensions to map to specific attributes [10].
However, most of these approaches are evaluated using
image domain datasets.

Tremendous interest from the machine learning com-
munity has led to the creation of benchmarking datasets

1 https://github.com/ashispati/dmelodies_dataset
2 https://github.com/ashispati/dmelodies_benchmarking

(albeit image-based) specifically targeted towards disentan-
glement learning such as dSprites [23], 3D-Shapes [24],
3D-chairs [25], MPI3D [35], most of which are artificially
generated and have simple factors of variation. While one
can argue that artificial datasets do not reflect real-world
scenarios, the relative simplicity of these datasets is often
desirable since they enable rapid prototyping.

2.2 Lack of consistency in music-based studies

Representation learning has also been explored in the field
of MIR. Much like images, learning better representations
has been shown to work well for MIR tasks such as com-
poser classification [36, 37], music tagging [38], and audio-
to-score alignment [39]. The idea of disentanglement has
been particularly gaining traction in the context of interac-
tive music generation models [5, 6, 11, 33]. Disentangling
semantically meaningful factors can significantly improve
the usefulness of music generation tools. Many researchers
have independently tried to tackle the problem of disentan-
glement in the context of symbolic music by using different
musically meaningful attributes such as genre [5], note
density [10], rhythm [6], and timbre [8]. However, these
methods and techniques have all been evaluated using dif-
ferent datasets which makes a direct comparison impossible.
Part of the reason behind this lack of consistency is the dif-
ference in the problems that these methods were looking
to address. However, the availability of a common dataset
allowing researchers to easily compare algorithms and test
their hypotheses will surely aid systematic research.

3. dMELODIES DATASET

The primary objective of this work is to create a simple
dataset for music disentanglement that can alleviate some of
the shortcomings mentioned in Section 2: first, researchers
interested in disentanglement will have access to more di-
verse data to evaluate their methods, and second, research
on music disentanglement will have the means for con-
ducting systematic, comparable evaluation. This section
describes the design choices and the methodology used for
creating the proposed dMelodies dataset.

While core MIR tasks such as music transcription, or
tagging focus more on analysis of audio signals, research
on generative models for music has focused more on the
symbolic domain. Considering most of the interest in dis-
entanglement learning stems from research on generative
models, we decided to create this dataset using symbolic
music representations.

3.1 Design Principles

To enable objective evaluation of disentanglement algo-
rithms, one needs to either know the ground-truth values of
the underlying factors of variation for each data point, or
be able to synthesize the data points based on the attribute
values. The dSprites dataset [23], for instance, consists of
single images of different 2-dimensional shapes with simple
attributes specifying the position, scale and orientation of
these shapes against a black background. The design of our



dataset is loosely based on the dSprites dataset. The follow-
ing principles were used to finalize other design choices:
(a) The dataset should have a simple construction with ho-

mogenous data points and intuitive factors of variation.
It should allow for easy differentiation between data
points and have clearly distinguishable latent factors.

(b) The factors of variation should be independent, i.e.,
changing any one factor should not cause changes to
other factors. While this is not always true for real-
world data, it enables consistent objective evaluation.

(c) There should be a clear one-to-one mapping between
the latent factors and the individual data points. In other
words, each unique combination of the factors should
result in a unique data point.

(d) The factors of variation should be diverse. In addition,
it would be ideal to have the factors span different types
such as discrete, ordinal, categorical and binary.

(e) Finally, the different combinations of factors should
result in a dataset large enough to train deep neural
networks. Based on size of the different image-based
datasets [23,40], we would require a dataset of the order
of at least a few hundred thousand data points.

3.2 Dataset Construction

Considering the design principles outlined above, we de-
cided to focus on monophonic pitch sequences. While there
are other options such as polyphonic or multi-instrumental
music, the choice of monophonic melodies was to ensure
simplicity. Monophonic melodies are a simple form of mu-
sic uniquely defined by the pitch and duration of their note
sequences. The pitches are typically based on the key or
scale in which the melody is being played and the rhythm
is defined by the onset positions of the notes.

Since the set of all possible monophonic melodies is
very large and heterogeneous, the following additional con-
straints were imposed on the melody in order to enforce
homogeneity and satisfy the other design principles:
(a) Each melody is based on a scale selected from a finite

set of allowed scales. This choice of scale also serves
as one of the factors of variation. The melody will also
be uniquely defined by the pitch class of the tonic (root
pitch) and the octave number.

(b) In order to constrain the space of all possible pitch
patterns within a scale, we restrict each melody to be
an arpeggio over the standard I-IV-V-I cadence chord
pattern. Consequently, each melody consists of 12
notes (3 notes for each of the 4 chords).

(c) In order to vary the pitch patterns, the direction of
arpeggiation of each chord, i.e. up or down, is used as
a latent factor. This choice adds a few binary factors of
variation to the dataset.

(d) The melodies are fixed to 2-bar sequences with 8th
note as the minimum note duration. This makes the
dataset uniform in terms of sequence lengths of the
data points and also helps reduce the complexity of the
sequences. 2-bar sequences have been used in other
music generation studies as well [10, 41]. We use a
tokenized data representation such that each melody is

Factor # Options Notes
Tonic 12 C, C#, D, through B

Octave 3 Octave 4, 5 and 6

Scale 3 major, harmonic minor, and blues

Rhythm Bar 1 28
(8
6

)
, based on onset locations of 6 notes

Rhythm Bar 2 28
(8
6

)
, based on onset locations of 6 notes

Arp Chord 1 2 up/down, for Chord 1

Arp Chord 2 2 up/down, for Chord 2

Arp Chord 3 2 up/down, for Chord 3

Arp Chord 4 2 up/down, for Chord 4

Table 1: Table showing the different factors of variation
for the dMelodies dataset. Since all factors of variation are
independent, the total dataset contains 1,354,752 unique
melodies.

a sequence of length 16.
(e) If we consider the space of all possible unique rhythms,

the number of options will explode to
(
16
12

)
which will

be significantly larger than other factors of variation.
Hence, we choose to break the latent factor for rhythm
into 2 independent factors: rhythm for bar 1 and bar 2.

(f) The rhythm of a melody is based on the metrical onset
position of the notes [42]. Consequently, rhythm is
dependent on the number of notes. In order to keep
rhythm independent from other factors, we constrain
each bar to have 6 notes (play 2 chords) thereby obtain-
ing

(
8
6

)
options for each bar.

Based on the above design choices, the dMelodies
dataset consists of 2-bar monophonic melodies with 9 fac-
tors of variations listed in Table 1. The factors of varia-
tion were chosen to satisfy the design principles listed in
Section 3.1. For instance, while melodic transformations
such as repetition, inversion, retrograde would have made
more musical sense, they did not allow creation of a large-
enough dataset with independent factors of variation. The
resulting dataset thus contains simple melodies which do
not adequately reflect real-world musical data. A side-effect
of this choice of factors is that some of them (such as arpeg-
giation direction and rhythm) affect only a specific part
of the data. Since each unique combination of these fac-
tors results in a unique data point we get 1,354,752 unique
melodies. Figure 2 shows one such melody from the dataset
and its corresponding latent factors. The dataset is gener-
ated using the music21 [43] python package.

4. BENCHMARKING EXPERIMENTS

In this section, we present benchmarking experiments to
demonstrate the performance of some of the existing un-
supervised disentanglement algorithms on the proposed
dMelodies dataset and contrast the results with those ob-
tained on the image-based dSprites dataset.



Arp Chord 1: up Arp Chord 2: up Arp Chord 3: up Arp Chord 4: down

Tonic: C, Octave: 4 Rhythm Bar 1: 7 Rhythm Bar 2: 23

Scale: Major

Figure 2: Example of a sample melody from the dMelodies
dataset. Also shown are the values of the different latent fac-
tors. For rhythm latent factors, the shown value corresponds
to the index from the rhythm dictionary.

4.1 Experimental Setup

We consider 3 different disentanglement learning methods:
β-VAE [13], Annealed-VAE [29], and FactorVAE [15]. All
these methods are based on different regularization terms
applied to the VAE loss function.

4.1.1 Data Representation

We use a tokenized data representation [44] with the 8th-
note as the smallest note duration. Each 8th note position
is encoded with a token corresponding to the note name
which starts on that position. A special continuation symbol
(‘__’) is used which denotes that the previous note is held.
A special token is used for rest.

4.1.2 Model Architectures

Two different VAE architectures are chosen to conduct these
experiments. The first architecture (dMelodies-CNN) is
based on Convolutional Neural Networks (CNNs) and is
similar to those used for several image-based VAEs, ex-
cept that we use 1-D convolutions. The second architec-
ture (dMelodies-RNN) is based on a hierarchical recurrent
model [41, 45]. Details of the model architectures are pro-
vided in the supplementary material.

4.1.3 Hyperparameters

Each learning method has its own regularizing hyperpa-
rameter. For β-VAE, we use three different values of
β ∈ {0.2, 1.0, 4.0}. This choice is loosely based on the
notion of normalized-β [13]. In addition, we force the
KL-regularization only when the KL-divergence exceeds
a fixed threshold τ = 50 [41, 46]. For Annealed-VAE,
we fix γ = 1.0 and use three different values of capac-
ity, C ∈ {25.0, 50.0, 75.0}. For FactorVAE, we use the
Annealed-VAE loss function with a fixed capacity (C = 50),
and choose three different values for γ ∈ {1, 10, 50}.

4.1.4 Training Specifications

For each of the above methods, model, and hyperparame-
ter combination, we train 3 models with different random
seeds. To ensure consistency across training, all models are
trained with a batch-size of 512 for 100 epochs. The ADAM
optimizer [47] is used with a fixed learning rate of 1e−4,
β1 = 0.9, β2 = 0.999, and ε = 1e−8. For β-VAE and
Annealed-VAE, we use 10 warm-up epochs where β = 0.0.
After warm-up, the regularization hyperparameter (β for

β-VAE andC for Annealed-VAE) is annealed exponentially
from 0.0 to their target values over 100000 iterations. For
FactorVAE, we stick to the original implementation and do
not anneal any of the parameters in the loss function. The
VAE optimizer is the same as mentioned earlier. The Factor-
VAE discriminator is optimized using ADAM with a fixed
learning rate of 1e−4, β1 = 0.8, β2 = 0.9, and ε = 1e−8.
We found that utilizing the original hyperparameters [15]
for this optimizer led to unstable training on dMelodies.

For comparison with dSprites, we present the results for
all the three methods using a CNN-based VAE architecture.
The set of hyperparameters and other training configura-
tions were kept the same for the dSprites dataset, except for
the FactorVAE where we use the originally proposed loss
function and discriminator optimizer hyperparameters, as
the model does not converge otherwise.

4.1.5 Disentanglement Metrics

The following objective metrics for measuring disentangle-
ment are used: (a) Mutual Information Gap (MIG) [14],
which measures the difference of mutual information be-
tween a given latent factor and the top two dimensions of
the latent space which share maximum mutual information
with the factor, (b) Modularity [48], which measures if each
dimension of the latent space depends on only one latent
factor, and (c) Separated Attribute Predictability (SAP) [16],
which measures the difference in the prediction error of the
two most predictive dimensions of the latent space for a
given factor. For each metric, the mean across all latent
factors is used for aggregation. For consistency, standard
implementations of the different metrics are used [27].

4.2 Experimental Results

4.2.1 Disentanglement

In this experiment, we present the comparative disentangle-
ment performance of the different methods on dMelodies.
The result for each method is aggregated across the differ-
ent hyperparameters and random seeds. Figure 3 shows the
results for all three disentanglement metrics. We group the
trained models based on the architecture. The results for
the dSprites dataset are also shown for comparison.

First, we compare the performance of different methods
on dMelodies. Annealed-VAE shows better performance
for MIG and SAP. These metrics indicate the ability of a
method to ensure that each factor of variation is mapped
to a single latent dimension. The performance in terms of
Modularity is similar across the different methods. High
Modularity indicates that each dimension of the latent space
maps to only a single factor of variation. For dSprites,
FactorVAE seems to be best method overall across metrics.
However, the high variance in the results shows that choice
of random seeds and hyperparameters is probably more
important than the disentanglement method itself. This is
in line with observations in previous studies [27].

Second, we observe no significant impact of model ar-
chitecture on the disentanglement performance. For both
the CNN and the hierarchical RNN-based VAE, the per-
formance of all the different methods on dMelodies is
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Figure 3: Overall disentanglement performance (higher is better) of different methods on the dMelodies and dSprites
datasets. Individual points denote results for different hyperparameter and random seed combinations. Please refer to
supplementary material Sec.2.1 for the best hyperparameter settings.
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Figure 4: Overall reconstruction accuracies (higher is bet-
ter) of the different methods on the dMelodies and dSprites
datasets. Individual points denote results for different hy-
perparameter and random seed combinations.

comparable. This might be due to the relatively short se-
quence lengths used in dMelodies which do not fully uti-
lize the capabilities of the hierarchical-RNN architecture
(which has been shown to work well in learning long-term
dependencies [41]). On the positive side, this indicates
that the dMelodies dataset might be agnostic to the VAE-
architecture.

Finally, we compare differences in the performance be-
tween the two datasets. In terms of MIG and SAP, the
performance for dSprites is slightly better (especially for
Factor-VAE), while for Modularity, performance across
both datasets is comparable. However, once again, the dif-
ferences are not significant. Looking at the disentanglement
metrics alone, one might be tempted to conclude that the dif-
ferent methods are domain invariant. However, as the next
experiments will show, there are significant differences.

4.2.2 Reconstruction Fidelity

From a generative modeling standpoint, it is important that
along with better disentanglement performance we also re-
tain good reconstruction fidelity. This is measured using the
reconstruction accuracy shown in Figure 4. It is clear that
all three methods fail to achieve a consistently good recon-
struction accuracy on dMelodies. β-VAE gets an accuracy
≥ 90% for some hyperparameter values (more on this in

Section 4.2.3). However, both Annealed-VAE and Factor-
VAE struggle to cross a median-accuracy of 40% (which
would be unusable from a generative modeling perspective).
The performance of the hierarchical RNN-based VAE is
slightly better than the CNN-based architecture. In compar-
ison, for dSprites, all three methods are able to consistently
achieve better reconstruction accuracies.

4.2.3 Sensitivity to Hyperparameters

The previous experiments presented aggregated results over
the different hyperparameter values for each method. Next,
we take a closer look at the individual impact of those
hyperparameters, i.e., the effect of changing the hyperpa-
rameters on the disentanglement performance (MIG) and
the reconstruction accuracy. Figure 5 shows this in the form
of scatter plots. The ideal models should lie on the top right
corner of the plots (with high values of both reconstruction
accuracy and MIG).

Models trained on dMelodies are very sensitive to hy-
perparameter adjustments. This is especially true for recon-
struction accuracy. For instance, increasing β for the β-VAE
model improves MIG but severely reduces reconstruction
performance. For Annealed-VAE and Factor-VAE there is a
wider spread in the scatter plots. For Annealed-VAE, having
a high capacity C seems to marginally improve reconstruc-
tion (especially for the recurrent VAE). For FactorVAE,
increasing γ leads to a drop in both disentanglement and
reconstruction.

Contrast this with the scatter plots for dSprites. For all
three methods, the hyperparameters seem to only signif-
icantly affect the disentanglement performance. For in-
stance, increasing β and γ (for β-VAE and FactorVAE,
respectively) result in clear improvement in MIG. More
importantly, however, there is no adverse impact on the
reconstruction accuracy.

4.2.4 Factor-wise Disentanglement

We also looked at how the individual factors of variation
are disentangled. We consider the β-VAE model for this
since it has the highest reconstruction accuracy. Figure 6
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shows the factor-wise MIG for both the CNN and RNN-
based models. Factors corresponding to octave and rhythm
are disentangled better. This is consistent with some recent
research on disentangling rhythm [6, 7]. In contrast, the
factors corresponding to the arpeggiation direction perform
the worst. This might be due to their binary type. Similar
analysis for the dSprites dataset reveals better disentangle-
ment for the scale and position based factors. Additional
results are provided in the supplementary material.

5. DISCUSSION

As mentioned in Section 2, disentanglement techniques
have been shown to be sensitive to the choice of hyper-
parameters and random seeds [27]. The results obtained in
our benchmarking experiments in the previous section using
dMelodies seem to ascertain this even further. We find that
methods which work well for image-based datasets do not
extend directly to the music domain. When moving between
domains, not only do we have to tune hyperparameters sep-
arately, but the model behavior may vary significantly when
hyperparameters are changed. For instance, reconstruction
fidelity is hardly effected by hyperparameter choice in the
case of dSprites while for dMelodies it varies significantly.
While sensitivity to hyperparameters is expected in neural
networks, this is also one of the main reasons for evaluating
methods on more than one dataset, preferably from multiple
domains.

Some aspects of the dataset design, especially the na-

ture of the factors of variation, might have affected our
experimental results. While the factors of variation in
dSprites are continuous (except the shape attribute), those
for dMelodies span different data-types (categorical, ordinal
and binary). This might make other types of models (such
as VQ-VAEs [49]) more suitable. Another consideration is
that some factors of variation (such as the arpeggiation di-
rection and rhythm) effect only a part of the data. However,
the effect of this on the disentanglement performance needs
further investigation since we get good performance for
rhythm but poor performance for arpeggiation direction.

Unsupervised methods for disentanglement learning
have their own limitations and some degree of supervision
might actually be essential [27]. It is still unclear if it is pos-
sible to develop general domain-invariant disentanglement
methods. Consequently, supervised and semi-supervised
methods have been garnering more attention [10,11,19,34].
The dMelodies dataset can also be used to explore such
methods for music-based tasks. There has been some work
recently in disentangling musical attributes such as rhythm
and melodic contours which are considered important from
an interactive music generation perspective [6,11,50]. Apart
from the designed latent factors of variation, other low-
level musical attributes such as rhythmic complexity and
contours can also be computationally extracted using this
dataset to meet task-specific requirements.

6. CONCLUSION

This paper addresses the need for more diverse modes of
data for studying disentangled representation learning by in-
troducing a new music dataset for the task. The dMelodies
dataset comprises of more than 1 million data points of
2-bar melodies. The dataset is constructed based on fixed
rules that maintain independence between different factors
of variation, thus enabling researchers to use it for study-
ing disentanglement learning. Benchmarking experiments
conducted using popular disentanglement learning methods
show that existing methods do not achieve performance
comparable to those obtained on an analogous image-based
dataset. This showcases the need for further research on
domain-invariant algorithms for disentanglement learning.



7. ACKNOWLEDGMENT

The authors would like to thank Nvidia Corporation for
their donation of a Titan V awarded as part of the GPU
(Graphics Processing Unit) grant program which was used
for running several experiments pertaining to this research.

8. REFERENCES

[1] Y. Bengio, A. Courville, and P. Vincent, “Representa-
tion Learning: A Review and New Perspectives,” IEEE
Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 35, no. 8, 2013.

[2] W.-N. Hsu, Y. Zhang, and J. Glass, “Unsupervised learn-
ing of disentangled and interpretable representations
from sequential data,” in Advances in Neural Informa-
tion Processing Systems 30 (NeurIPS), Long Beach,
California, USA, 2017.

[3] W. Hsu, Y. Zhang, R. J. Weiss, Y. Chung, Y. Wang,
Y. Wu, and J. R. Glass, “Disentangling correlated
speaker and noise for speech synthesis via data aug-
mentation and adversarial factorization,” in Proc. of
IEEE International Conference on Acoustics, Speech
and Signal Processing, ICASSP 2019, Brighton, United
Kingdom, 2019.

[4] K. Yi, J. Wu, C. Gan, A. Torralba, P. Kohli, and J. Tenen-
baum, “Neural-symbolic vqa: Disentangling reason-
ing from vision and language understanding,” in Ad-
vances in Neural Information Processing Systems 31
(NeurIPS), Montréal, Canada, 2018.

[5] G. Brunner, A. Konrad, Y. Wang, and R. Wattenhofer,
“MIDI-VAE: Modeling Dynamics and Instrumentation
of Music with Applications to Style Transfer,” in Proc.
of 19th International Society for Music Information
Retrieval Conference (ISMIR), Paris, France, 2018.

[6] R. Yang, D. Wang, Z. Wang, T. Chen, J. Jiang, and
G. Xia, “Deep music analogy via latent representation
disentanglement,” in Proc. of 20th International Society
for Music Information Retrieval Conference (ISMIR),
Delft, The Netherlands, 2019.

[7] J. Jiang, G. G. Xia, D. B. Carlton, C. N. Anderson,
and R. H. Miyakawa, “Transformer vae: A hierarchi-
cal model for structure-aware and interpretable music
representation learning,” in Proc. of IEEE International
Conference on Acoustics, Speech and Signal Processing
(ICASSP), Barcelona, Spain, 2020, pp. 516–520.

[8] Y.-J. Luo, K. Agres, and D. Herremans, “Learning disen-
tangled representations of timbre and pitch for musical
instrument sounds using gaussian mixture variational
autoencoders,” in Proc. of 20th International Society
for Music Information Retrieval Conference (ISMIR),
Delft, The Netherlands, 2019.

[9] Y.-N. Hung, I.-T. Chiang, Y.-A. Chen, and Y.-H. Yang,
“Musical composition style transfer via disentangled tim-
bre representations,” in Proc. of 28th International Joint

Conference on Artificial Intelligence (IJCAI), Macao,
China, 2020.

[10] G. Hadjeres, F. Nielsen, and F. Pachet, “GLSR-VAE:
Geodesic latent space regularization for variational au-
toencoder architectures,” in Proc. of IEEE Symposium
Series on Computational Intelligence (SSCI), Hawaii,
USA, 2017, pp. 1–7.

[11] A. Pati and A. Lerch, “Latent space regularization for
explicit control of musical attributes,” in Proc. of ICML
Workshop on Machine Learning for Music Discovery
Workshop (ML4MD), Extended Abstract, Long Beach,
California, USA, 2019.

[12] J. Lee, N. J. Bryan, J. Salamon, Z. Jin, and J. Nam, “Dis-
entangled multidimensional metric learning for music
similarity,” in Proc. of IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP),
Barcelona, Spain, 2020, pp. 6–10.

[13] I. Higgins, L. Matthey, A. Pal, C. Burgess, X. Glo-
rot, M. M. Botvinick, S. Mohamed, and A. Lerchner,
“β-VAE: Learning Basic Visual Concepts with a Con-
strained Variational Framework,” in Proc. of 5th Interna-
tional Conference on Learning Representations (ICLR),
Toulon, France, 2017.

[14] R. T. Q. Chen, X. Li, R. Grosse, and D. Duvenaud,
“Isolating Sources of Disentanglement in Variational
Autoencoders,” in Advances in Neural Information Pro-
cessing Systems 31 (NeurIPS), Montréal, Canada, 2018.

[15] H. Kim and A. Mnih, “Disentangling by Factorising,”
in Proc. of 35th International Conference on Machine
Learning (ICML), Stockholm, Sweeden, 2018.

[16] A. Kumar, P. Sattigeri, and A. Balakrishnan, “Vari-
ational Inference of Disentangled Latent Concepts
from Unlabeled Observations,” in Proc. of 5th Interna-
tional Conference of Learning Representations (ICLR),
Toulon, France, 2017.

[17] D. P. Kingma, D. J. Rezende, S. Mohamed, and
M. Welling, “Semi-supervised learning with deep gen-
erative models,” in Advances in Neural Information
Processing Systems 27 (NeurIPS), Montréal, Canada,
2014.

[18] N. Siddharth, B. Paige, J.-W. van de Meent, A. Des-
maison, N. D. Goodman, P. Kohli, F. Wood, and P. H.
Torr, “Learning disentangled representations with semi-
supervised deep generative models,” in Advances in
Neural Information Processing Systems 30 (NeurIPS),
Long Beach, California, USA, 2017.

[19] F. Locatello, M. Tschannen, S. Bauer, G. Rätsch,
B. Schölkopf, and O. Bachem, “Disentangling factors
of variations using few labels,” in Proc. of 8th Interna-
tional Conference on Learning Representations (ICLR),
Addis Ababa, Ethiopia, 2020.



[20] G. Lample, N. Zeghidour, N. Usunier, A. Bordes, L. De-
noyer, and M. Ranzato, “Fader Networks:Manipulating
Images by Sliding Attributes,” in Advances in Neural
Information Processing Systems 30 (NeurIPS), Long
Beach, California, USA, 2017, pp. 5967–5976.

[21] T. D. Kulkarni, W. F. Whitney, P. Kohli, and J. Tenen-
baum, “Deep Convolutional Inverse Graphics Network,”
in Advances in Neural Information Processing Systems
28 (NeurIPS), Montréal, Canada, 2015, pp. 2539–2547.

[22] C. Donahue, Z. C. Lipton, A. Balsubramani, and
J. McAuley, “Semantically Decomposing the Latent
Spaces of Generative Adversarial Networks,” in Proc.
of 6th International Conference on Learning Represen-
tations (ICLR), Vancouver, Canada, 2018.

[23] L. Matthey, I. Higgins, D. Hassabis, and A. Ler-
chner, “dSprites: Disentanglement testing Sprites
dataset,” https://github.com/deepmind/dsprites-dataset,
2017, last accessed, 2nd April 2020.

[24] C. Burgess and K. Hyunjik, “3d-shapes Dataset,”
https://github.com/deepmind/3d-shapes, Feb. 2020, last
accessed, 2nd April 2020.

[25] M. Aubry, D. Maturana, A. A. Efros, B. C. Russell, and
J. Sivic, “Seeing 3D Chairs: Exemplar Part-based 2D-
3D Alignment using a Large Dataset of CAD Models,”
in Proc. of IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), Columbus, Ohio, USA,
2014, pp. 3762–3769.

[26] S. E. Reed, Y. Zhang, Y. Zhang, and H. Lee, “Deep
Visual Analogy-Making,” in Advances in Neural In-
formation Processing Systems 28 (NeurIPS), Montréal,
Canada, 2015, pp. 1252–1260.

[27] F. Locatello, S. Bauer, M. Lucic, G. Rätsch, S. Gelly,
B. Schölkopf, and O. Bachem, “Challenging Common
Assumptions in the Unsupervised Learning of Disen-
tangled Representations,” in Proc. of 36th International
Conference on Machine Learning (ICML), Long Beach,
California, USA, 2019.

[28] D. P. Kingma and M. Welling, “Auto-Encoding Varia-
tional Bayes,” in Proc. of 2nd International Conference
on Learning Representations (ICLR), Banff, Canada,
2014.

[29] C. P. Burgess, I. Higgins, A. Pal, L. Matthey, N. Watters,
G. Desjardins, and A. Lerchner, “Understanding disen-
tangling in β-VAE,” in NIPS Workshop on Learning
Disentangled Representations, Long Beach, California,
USA, 2017.

[30] P. Rubenstein, B. Scholkopf, and I. Tolstikhin, “Learn-
ing Disentangled Representations with Wasserstein
Auto-Encoders,” in Proc. of 6th International Confer-
ence on Learning Representations (ICLR), Workshop
Track, Vancouver, Canada, 2018.

[31] X. Chen, Y. Duan, R. Houthooft, J. Schulman,
I. Sutskever, and P. Abbeel, “InfoGAN: Interpretable
Representation Learning by Information Maximizing
Generative Adversarial Nets,” in Advances in Neural In-
formation Processing Systems 29 (NeurIPS), Barcelona,
Spain, 2016, pp. 2172–2180.

[32] M. Connor and C. Rozell, “Representing closed trans-
formation paths in encoded network latent space,” in
Proc. of 34th AAAI Conference on Artificial Intelligence,
New York, USA, 2020.

[33] J. Engel, M. Hoffman, and A. Roberts, “Latent Con-
straints: Learning to Generate Conditionally from Un-
conditional Generative Models,” in Proc. of 5th Interna-
tional Conference on Learning Representations (ICLR),
Toulon, France, 2017.

[34] D. Bouchacourt, R. Tomioka, and S. Nowozin, “Multi-
Level Variational Autoencoder: Learning Disentangled
Representations From Grouped Observations,” in Proc.
of 32nd AAAI Conference on Artificial Intelligence, New
Orleans, USA, 2018.

[35] M. W. Gondal, M. Wüthrich, Ð. Miladinović, F. Lo-
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ABSTRACT

Analogy-making is a key method for computer algorithms
to generate both natural and creative music pieces. In gen-
eral, an analogy is made by partially transferring the music
abstractions, i.e., high-level representations and their rela-
tionships, from one piece to another; however, this proce-
dure requires disentangling music representations, which
usually takes little effort for musicians but is non-trivial
for computers. Three sub-problems arise: extracting la-
tent representations from the observation, disentangling
the representations so that each part has a unique seman-
tic interpretation, and mapping the latent representations
back to actual music. In this paper, we contribute an
explicitly-constrained conditional variational autoencoder
(EC2-VAE) as a unified solution to all three sub-problems.
We focus on disentangling the pitch and rhythm represen-
tations of 8-beat music clips conditioned on chords. In pro-
ducing music analogies, this model helps us to realize the
imaginary situation of “what if ” a piece is composed using
a different pitch contour, rhythm pattern, or chord progres-
sion by borrowing the representations from other pieces.
Finally, we validate the proposed disentanglement method
using objective measurements and evaluate the analogy ex-
amples by a subjective study.

1 Introduction
For intelligent systems, an effective way to generate high-
quality art is to produce analogous versions of existing ex-
amples [15]. In general, two systems are analogous if they
share common abstractions, i.e., high-level representations
and their relationships, which can be revealed by the paired
tuples A : B :: C : D (often spoken as A is to B as C is to
D). For example, the analogy “the hydrogen atom is like
our solar system” can be formatted as Nucleus : Hydrogen
atom :: Sun : Solar system, in which the shared abstrac-
tion is “a bigger part is the center of the whole system.” For
generative algorithms, a clever shortcut is to make analo-
gies by solving the problem of “A : B :: C : ?”. In the
context of music generation, if A is the rhythm pattern of
a very lyrical piece B, this analogy can help us realize the

c© Ruihan Yang, et al. Licensed under a Creative Commons
Attribution 4.0 International License (CC BY 4.0). Attribution: Rui-
han Yang, et al. “Deep Music Analogy Via Latent Representation Disen-
tanglement”, 20th International Society for Music Information Retrieval
Conference, Delft, The Netherlands, 2019.

imaginary situation of “what if B is composed with a rather
rapid and syncopated rhythm C” by preserving the pitch
contours and the intrinsic relationship between pitch and
rhythm. In the same fashion, other types of “what if” com-
positions can be created by simply substituting A and C
with different aspects of music (e.g., chords, melody, etc.).

A great advantage of generation via analogy is the abil-
ity to produce both natural and creative results. Natural-
ness is achieved by reusing the representations (high-level
concepts such as “image style” and “music pitch contour”)
of human-made examples and the intrinsic relationship be-
tween the concepts, while creativity is achieved by recom-
bining the representations in a novel way. However, mak-
ing meaningful analogies also requires disentangling the
representations, which is effortless for humans but non-
trivial for computers. We already see that making analo-
gies is essentially transferring the abstractions, not the ob-
servations — simply copying the notes or samples from
one piece to another would only produce a casual re-mix,
not an analogous composition [11].

In this paper, we contribute an explicitly-constrained
conditional variational autoencoder (EC2-VAE), a condi-
tional VAE with explicit semantic constraints on interme-
diate outputs of the network, as an effective tool for learn-
ing disentanglement. To be specific, the encoder extracts
latent representations from the observations; the semantic
constraints disentangle the representations so that each part
has a unique interpretation, and the decoder maps the dis-
entangled representations back to actual music while pre-
serving the intrinsic relationship between the representa-
tions. In producing analogies, we focus on disentangling
and transferring the pitch and rhythm representations of 8-
beat music clips when chords are given as the condition
(an extra input) of the model. We show that EC2-VAE
has three desired properties as a generative model. First,
the disentanglement is explicitly coded, i.e., we can spec-
ify which latent dimensions denote which semantic factors
in the model structure. Second, the disentanglement does
not sacrifice much of the reconstruction. Third, the learn-
ing does not require any analogous examples in the training
phase, but the model is capable of making analogies in the
inference phase. For evaluation, we propose a new metric
and conduct a survey. Both objective and subjective eval-
uations show that our model significantly outperforms the
baselines.

ar
X

iv
:1

90
6.

03
62

6v
4 

 [
cs

.S
D

] 
 2

0 
O

ct
 2

01
9



2 Related Work
2.1 Generation Via Analogy

The history of generation via analogy can trace back to
the studies of non-parametric “image analogies” [15] and
“playing Mozart by analogy” using case-based reason-
ing [29]. With recent breakthroughs in artificial neural
networks, we see a leap in the quality of produced anal-
ogous examples using deep generative models, including
music and image style transfer [7, 13], image-to-image
translation [18], attribute arithmetic [3], and voice imper-
sonation [12].

Here, we distinguish between two types of analogy
algorithms. In a broad sense, an analogy algorithm is
any computational method capable of producing analo-
gous versions of existing examples. A common and rel-
atively easy approach is supervised learning, i.e., to di-
rectly learn the mapping between analogous items from
labeled examples [18, 27]. This approach requires little
representation learning but needs a lot of labeling effort.
Moreover, supervised analogy does not generalize well.
For example, if the training analogous examples are all
between lyrical melodies (the source domain) and synco-
pated melodies (the target domain), it would be difficult to
create other rhythmic patterns, much less the manipulation
of pitch contours. (Though improvements [1, 21, 32] have
been made, weak supervision is still needed to specify the
source and target domains.) On the other hand, a strict
analogy algorithm requires not only learning the represen-
tations but also disentangling them, which would allow the
model to make domain-free analogies via the manipulation
of any disentangled representations. Our approach belongs
to this type.

2.2 Representation Learning and Disentanglement

Variational auto-encoders (VAEs) [22] and generative ad-
versarial networks (GANs) [14] are so far the two most
popular frameworks for music representation learning.
Both use encoders (or discriminators) and decoders (or
generators) to build a bi-directional mapping between the
distributions of observation x and latent representation z,
and both generate new data via sampling from p(z). For
music representations, VAEs [2,9,24,30] have been a more
successful tool so far compared with GANs [31], and our
model is based on the previous study [30].

The motivation of representation disentanglement is to
better interpret the latent space generated by VAE, con-
necting certain parts of z to semantic factors (e.g., age for
face images, or rhythm for melody), which would enable
a more controllable and interactive generation process. In-
foGAN [5] disentangles z by encouraging the mutual in-
formation between x and a subset of z. β-VAE [16] and
its follow-up studies [4,20,30] imposed various extra con-
straints and properties on p(z). However, the disentangle-
ment above are still implicit, i.e., though the model sepa-
rates the latent space into subparts, we cannot define their
meanings beforehand and have to “check it out” via latent
space traversal [3]. In contrast, the disentanglement in
Style-based GAN [19], Disentangled Sequential Autoen-

coder [23], and our EC2-VAE are explicit, i.e., the mean-
ings of different parts of z are defined by the model struc-
ture, so that the controlled generation is more precise and
straightforward. The study Disentangled Sequential Au-
toencoder [23] is most related to our work and also deals
with sequential inputs. Using a partially time-invariant en-
coder, it can approximately disentangle dynamic and static
representations. Our model does not directly constrain z
but applies a loss to intermediate outputs associated with
latent factors. Such an indirect but explicit constraint en-
ables the model to further disentangle the representation
into pitch, rhythm, and any semantic factors whose obser-
vation loss can be defined. As far as we know, this is the
first disentanglement learning method tailored for music
composition.

3 Methodology
In this section, we introduce the data representation and
model design in detail. We focus on disentangling the la-
tent representations of pitch and rhythm, the two funda-
mental aspects of composition, over the duration of 8-beat
melodies. All data come from the Nottingham dataset [10],
regarding a 1

4 beat as the shortest unit.

3.1 Data Representation

Each 8-beat melody is represented as a sequence of 32 one-
hot vectors each with 130 dimensions, where each vector
denotes a 1

4 -beat unit. As in [24], the first 128 dimensions
denote the onsets of MIDI pitches ranging from 0 to 127
with one unit of duration. The 129th dimension is the hold-
ing state for longer note duration, and the last dimension
denotes rest. We also designed a rhythm feature to con-
strain the intermediate output of the network. Each 8-beat
rhythm pattern is also represented as a sequence of 32 one-
hot vectors. Each vector has 3 dimensions, denoting: an
onset of any pitch, a holding state, and rest.

Besides, chords are given as a condition, i.e., an extra
input, of the model. The chord condition of each 8-beat
melody is represented as a chromagram with equal length,
i.e., 32 multi-hot vectors each with 12 dimensions, where
each dimension indicates whether a pitch class is activated.

3.2 Model Architecture

Our model design is based on the previous studies of [24,
30], both of which used VAEs to learn the representa-
tions of fixed-length melodies. Figure 1 shows a compar-
ison between the model architectures, where Figure 1(a)
shows the model designed in [30] and Figure 1(b) shows
the model design in this study. We see that both use bi-
directional GRUs [6] (or LSTMs [17]) as the encoders (in
blue) to map each melody observation to a latent represen-
tation z, and both use uni-directional GRUs (or LSTMs)
(with teacher forcing [26] in the training phrase) as the de-
coders (in yellow) to reconstruct melodies from z.

The key innovation of our model design is to assign a
part of the decoder (in orange) with a specific subtask: to
disentangle the latent rhythm representation zr from the
overall z by explicitly encouraging the intermediate output
of zr to match the rhythm feature of the melody. The other



(a) Vanilla sequence VAE. (b) EC2-VAE model.

Figure 1: A comparison between vanilla sequence VAE [30] and our model with condition and disentanglement.

part of z is therefore everything but rhythm and interpreted
as the latent pitch representation, zp. Note that this explic-
itly coded disentanglement technique is quite flexible —
we can use multiple subparts of the decoder to disentangle
multiple semantically interpretable factors of z simultane-
ously as long as the intermediate outputs of the correspond-
ing latent factors can be defined, and the model shown in
Figure 1(b) is the simplest case of this family.

It is also worth noting that the new model uses chords as
a condition for both the encoder and decoder. The advan-
tage of chord conditioning is to free z from storing chord-
related information. In other words, the pitch information
in z is “detrended” by the underlying chord for better en-
coding and reconstruction. The cost of this design is that
we cannot learn a latent distribution of chord progressions.

3.2.1 Encoder

A single layer bi-directional GRU with 32 time steps is
used to model Qθ(z|x, c), where x is the melody input,
c is the chord condition, and z is the latent representation.
Chord conditions are given by concatenating with the input
at each time step.

3.2.2 Decoder

The global decoder models Pφ(x|z, c) by multiple layers
of GRUs, each with 32 steps. For disentanglement, z is
splitted into two halves zp and zr(z = concat[zr, zp]), each
being a 128-dimensional vector. As a subpart of the global
decoder, the rhythm decoder models Pφr (r(x)|z) by a sin-
gle layer GRU, where r(x) is the rhythm feature of the
melody. Meanwhile, the rhythm is concatenated with zp
and chord condition as the input of the rest of the global
decoder to reconstruct the melody. We used cross-entropy

loss for both rhythm and melody reconstruction. Note that
the overall decoder is supposed to learn non-trivial rela-
tionships between pitch and rhythm, rather than naively
cutting a pitch contour by a rhythm pattern.

3.3 Theoretical Justification of the ELBO Objective
with Disentanglement

One concern about representation disentanglement tech-
niques is that they sometimes sacrifice reconstruction
power [20]. In this section, we prove that our model does
not suffer much of the disentanglement-reconstruction
paradox, and the likelihood bound of our model is close
to that of the original conditional VAE, and in some cases,
equal to it.

Recall the Evidence Lower Bound (ELBO) objective
function used by a typical conditional VAE [8] constraint
on input sample x with condition c:

ELBO(φ, θ) = EQ[logPφ(x|z, c)]
−KL[Qθ(z|x, c)||Pφ(z|c)] ≤ logPφ(x|c)

For simplicity, D denotes KL[Qθ(z|x, c)||Pφ(z|c)] in the
rest of this section. If we see the intermediate rhythm out-
put in Figure 1(b) as hidden variables of the whole net-
work, the new ELBO objective of our model only adds the
rhythm reconstruction loss based on the original one, re-
sulting in a lower bound of the original ELBO. Formally,

ELBOnew(φ, θ)

= EQ[logPφ(x|z, c)]−D + EQ[logPφr (r(x)|zr)]
= ELBO(φ, θ) + EQ[logPφr

(r(x)|zr)]

where φr denotes parameters of the rhythm decoder.
Clearly, ELBOnew is a lower bound of the original ELBO
because EQ[logPφr

(r(x)|zr)] ≤ 0.



Moreover, if the rest of global decoder takes the orig-
inal rhythm rather than the intermediate output of rhythm
decoder as the input, the objective can be rewritten as:

ELBOnew(φ, θ)

= EQ[logPφ(x|r(x), zp, c) + logPφ(r(x)|zr, c)︸ ︷︷ ︸
with x |= zr|r(x),c and r(x) |= zp|zr,c

]−D

= EQ[logPφ(x, r(x)|z, c)]−D
= EQ[logPφ(x|z, c) + logPφ(r(x)|x, z, c)]−D
= ELBO(φ, θ)

The second equal sign holds for a perfect disentanglement,
and the last equal sign holds since r(x) is decided by x,
i.e., Pφ(r(x)|x, z, c) = 1. In other words, we show that
under certain assumptions ELBOnew with disentanglement
is identical to the ELBO.

4 Experiments
We present the objective metrics to evaluate the disentan-
glement in Section 4.1, show several representative exam-
ples of generation via analogy in Section 4.2, and use sub-
jective evaluations to rate the artistic aspects of the gener-
ated music in Section 4.3.

4.1 Objective Measurements

Upon a successful pitch-rhythm disentanglement, any
changes in pitch of the original melody should not af-
fect the latent rhythm representation much, and vice versa.
Following this assumption, we developed two measure-
ments to evaluate the disentanglement: 1) ∆z after trans-
position, which is more qualitative, and 2) F-score of an
augmentation-based query, which is more quantitative.

4.1.1 Visualizing ∆z after transposition

We define Fi as the operation of transposing all the notes
by i semitones, and use theL1-norm to measure the change
in z. Figure 2 shows a comparison between Σ|∆zp| and
Σ|∆zr| when we apply Fi to a randomly chosen piece
(where i ∈ [1, 12]) while keeping the rhythm and under-
lying chord unchanged.

Figure 2: A comparison between ∆zp and ∆zr after
transposition.

Here, the black bars stand for Σ|∆zp| and the white bars
stand for the Σ|∆zr|. It is conspicuous that when augment-
ing pitch, the change of zp is much larger than the change
of zr, which well demonstrates the success of the disentan-
glement.

It is also worth noting that the change of zp to a certain
extent reflects human pitch perception. Given a chord, the
change in zp can be understood as the “burden” (or diffi-
culty) to memorize (or encode) a transposed melody. We
see that such burden is large for tritone (very dissonant),
relatively small for major third, perfect fourth & fifth (con-
sonant), and very small for perfect octave.

Due to the space limit, we only show the visualization
of the latent space when changing the pitch. According to
the data representation in Section 3.1, changing the rhythm
feature of a melody would inevitably affect the pitch con-
tour, which would lead to complex behavior of the latent
space hard to interpret visually. We leave the discussion
for future work but will pay more attention to the effect of
the rhythm factor in Section 4.3.

4.1.2 F -score of Augmentation-based Query

The explicitly coded disentanglement enables a new eval-
uation method from an information-retrieval perspective.
We regard the pitch-rhythm split in z defined by the model
structure as the reference (the ground truth), the operation
of factor-wise data augmentation (keeping the rhythm and
only changing pitch randomly, or vice versa) as a query in
the latent space, and the actual latent dimensions having
the largest variance caused by augmentation as the result
set. In this way, we can quantitatively evaluate our model
in terms of precision, recall, and F-score.

Figure 3: Evaluating the disentanglement by data
augmentation.

Pitch Rhythm
pre. rec. F -s. pre. rec. F -s.

EC2-VAE 0.88 0.88 0.88 0.80 0.80 0.80
Random 0.5 0.5 0.5 0.5 0.5 0.5

Table 1: The evaluation results of pitch- and rhythm-wise
augmentation-based query.

Figure 3 shows the detailed query procedure, which is
a modification of the evaluation method in [20]. After
pitch or rhythm augmentation for each sample, ~v is calcu-
lated as the average (across the samples) variance (across
augmented versions) of the latent representations, normal-
ized by the total sample variance ~s. Then, we choose
the first half (128 dimensions) with the largest variances
as the result set. This precision, recall and F-score of
this augmentation-based query result is shown in Table 1.
(Here, precision and recall are identical since the size of
the result set equals the dimensionality of zp and zr.) As
this is the first tailored metric for explicitly coded disen-
tanglement, we use random guess as our baseline.



4.2 Examples of Generation via Analogy

We present several representative “what if” examples by
swapping or interpolating the latent representations of dif-
ferent pieces. Throughout this section, we use the follow-
ing example (shown in Figure 4), an 8-beat melody from
the Nottingham Dataset [10] as the source, and the tar-
get rhythm or pitch will be borrowed from other pieces.
(MIDI demos are available at https://github.com/
cdyrhjohn/Deep-Music-Analogy-Demos.)

Figure 4: The source melody.

4.2.1 Analogy by replacing zp

Two examples are presented. In both cases, the latent
pitch representation and the chord condition of the source
melody are replaced with new ones from other pieces.
In other words, the model answers the analogy question:
“source’s pitch : source melody :: target’s pitch : ?”

Figure 5 shows the first example, where Figure 5(a)
shows the piece from which the pitch and chords are bor-
rowed, and Figure 5(b) shows the generated melody. From
Figure 5(a), we see the target melody is in a different key
(D major) with a larger pitch range than the source and
a big pitch jump in the beginning. From Figure 5(b), we
see the generated new melody captures such pitch features
while keeping the rhythm of the source unchanged.

(a) Target’s pitch and chord.

(b) The generated target music, using the pitch and chord from
(a) and the rhythm from the source.

Figure 5: The 1st example of analogy via replacing zp.

(a) Target’s pitch and chord.

(b) The generated target, using the pitch and chord from (a) and
the rhythm from the source.

Figure 6: The 2nd analogy example via replacing zp.

Figure 6 shows another example, whose subplots share
the same meanings with the previous one. From Figure
6(a), we see the first measure of the target’s melody is a
broken chord of Gmaj, while the second measure is the G
major scale. From Figure 6(b), we see the generated new
melody captures these pitch features. Moreover, it retains

the source’s rhythm and ignores the dotted eighth and six-
teenth notes in Figure 6(a).

4.2.2 Analogy by replacing zr

Similar to the previous section, this section shows two ex-
ample answers to the question: “source’s rhythm : source
melody :: target’s rhythm : ?” by replacing zr. Figure
7 shows the first example, where Figure 7(a) contains the
new rhythm pattern quite different from the source, and
Figure 7(b) is the generated target. We see that Figure 7(b)
perfectly inherited the new rhythm pattern and made minor
but novel modifications based on the source’s pitch.

(a) Target’s rhythm pattern.

(b) The generated target music, using the rhythm of (a) while
keeping source’s pitch and chord.

Figure 7: The 1st example of analogy via replacing zr.

(a) Target’s rhythm pattern.

(b) The generated target music, using the rhythm of (a) while
keeping source’s pitch and chord.

Figure 8: The 2nd analogy example via replacing zr.

Figure 8 shows a more extreme case, in which Figure
8(a) contains only 16th notes of the same pitch. Again,
we see the generated target in Figure 8(b) maintains the
source’s pitch contour while matching the given rhythm
pattern.

4.2.3 Analogy by Replacing Chord

(a) Changing all the chords down a semitone, resulting in the
key change from G major to Bb minor.

(b) Changing the key from G major to G minor.

Figure 9: Two examples of replacing the original chord.

Though chord is not our main focus, here we show
two analogy examples in Figure 9 to answer “what if” the
source melody is composed using some other chord pro-
gressions. Figure 9(a) shows an example where the key is
Bb minor. An interesting observation is the new melody

https://github.com/cdyrhjohn/Deep-Music-Analogy-Demos
https://github.com/cdyrhjohn/Deep-Music-Analogy-Demos


contour indeed adds some reasonable modification (e.g.
flipping the melody) rather than simply transposing down
all the notes. It brings us a little sense of Jazz. Figure 9(b)
shows an example where the key is changed from G major
to G minor. We see melody also naturally transforms from
major mode to minor mode.

4.2.4 Two-way Pitch-Rhythm Interpolation

Figure 10: An illustration of two-way interpolation.

The disentanglement also enables a smooth transition
from one music to another. Figure 10 shows an example
of two-way interpolation, i.e., a traversal over a subspace
of the learned latent representations zr and zp along 2 axes
respectively, while keeping the chord as NC (no chord).
Here, each square is a piano-roll of an 8-beat music. The
top-left (source) and bottom-right (target) squares are two
samples created manually and everything else is generated
by interpolation using SLERP [28]. Note that the rhythmic
changes are primarily observed moving along the “rhythm
interpolation” axis, and likewise for pitch and the vertical
“pitch interpolation” axis.

4.3 Subjective Evaluation

Besides objective measurement, we conducted a subjective
survey to evaluate the quality of generation via analogy.
We focus on changing the rhythm factors of existing music
since this operation leads to an easier identification of the
source melodies.

Each subject listened to two groups of five pieces each.
All the pieces had the same length (64 beats at 120 bpm).
Within each group, one piece was an original, human-
composed piece from the Nottingham dataset, having a
lyrical melody consisting of longer notes. The remaining
four pieces were variations upon the original with more
rapid rhythms consisting of 8th and 16th notes. Two of the
variations were produced in a rule-based fashion by naively
cutting the notes in the original into shorter subdivisions,
serving as the baseline. The other two variations were gen-

erated with our EC2-VAE by merging the zp of the original
piece and the zr decoded from two pieces having the same
rhythm pattern as the baselines but with all notes replaced
with “do” (similar to Figure 8(a)). The subjects always lis-
tened to the original first, and the order of the variations
was randomized. In sum, we compare three versions of
music: 1) the original piece, 2) the variation created by the
baseline, and, 3) the variation created by our algorithm.
The subjects were asked to rate each sample on a 5-point
scale from 1 (very low) to 5 (very high) according to three
criteria:

1. Creativity: how creative the composition is.
2. Naturalness: how human-like the composition is.
3. Overall musicality.

A total of 30 subjects (16 female and 14 male) partic-
ipated in the survey. Figure 11 shows the results, where
the heights of bars represent means of the ratings the and
error bars represent the MSEs computed via within-subject
ANOVA [25]. The result shows that our model performs
significantly better than the rule-based baseline in terms of
creativity and musicality (p < 0.05), and marginally bet-
ter in terms of naturalness. Our proposed method is even
comparable to the original music in terms of creativity, but
remains behind human composition in terms of the other
two criteria.

Figure 11: Subjective evaluation results.

5 Conclusion
In conclusion, we contributed an explicitly-constrained
conditional variational autoencoder (EC2-VAE) as an ef-
fective disentanglement learning model. This model gen-
erates new music via making analogies, i.e., to answer the
imaginary situation of “what if” a piece is composed using
different pitch contours, rhythm patterns, and chord pro-
gressions via replacing or interpolating the disentangled
representations. Experimental results showed that the dis-
entanglement is successful and the model is able to gener-
ate interesting and musical analogous versions of existing
music. We see this study a significant step in music un-
derstanding and controlled music generation. The model
also has the potential to be generalized to other domains,
shedding light on the general scenario of generation via
analogy.
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ABSTRACT

Controllable music generation with deep generative mod-
els has become increasingly reliant on disentanglement
learning techniques. However, current disentanglement
metrics, such as mutual information gap (MIG), are often
inadequate and misleading when used for evaluating latent
representations in the presence of interdependent semantic
attributes often encountered in real-world music datasets.
In this work, we propose a dependency-aware information
metric as a drop-in replacement for MIG that accounts for
the inherent relationship between semantic attributes.

1. INTRODUCTION

Disentanglement learning has been an influential field of
studies for controllable music generation with variational
autoencoders (VAEs). A number of previous studies have
attempted supervised disentanglement learning techniques
on several semantic attributes such as rhythm, pitch range
[1], note density, contour [2], arousal [3], style [4], and
genre [5] to varying degrees of success. However, learning
to simultaneously manipulate multiple attributes, in partic-
ular, remains a difficult task to both achieve and objectively
evaluate [6] due to the limitation of current metrics.

One major issue with popular disentanglement metrics
[7], such as mutual information gap (MIG) [8], separate
attribute predictability (SAP) [9], and modularity [10], is
that they were designed for independent generative fac-
tors, rather than real-world semantic attributes. As seman-
tic attributes related to music are often highly interdepen-
dent, these metrics do not provide an accurate reflection of
the ‘quality’ of learnt latent representation regularized for
multiple interdependent attributes. Information inherently
shared between attributes is penalized in the same way as
that due to undesired entanglement issues.

In this work, we propose a dependency-aware metric
based on mutual information (MI) to act as a drop-in re-
placement for MIG. Preliminary experiments were carried

© K. N. Watcharasupat, and A. Lerch . Licensed under a
Creative Commons Attribution 4.0 International License (CC BY 4.0).
Attribution: K. N. Watcharasupat, and A. Lerch , “Evaluation of Latent
Space Disentanglement in the Presence of Interdependent Attributes”, in
Extended Abstracts for the Late-Breaking Demo Session of the 22nd Int.
Society for Music Information Retrieval Conf., Online, 2021.

out to demonstrate the benefits of the proposed metrics
over MIG.

2. PROPOSED METRICS

Consider a set of attributes {ai}Mi=1 and a latent vector
z ∈ RD with M ≤ D. Without loss of generality, for
i ≤M , we assume zi is regularized for ai. The remaining
dimensions are unregularized. H(·) denotes entropy while
I(·, ·) denotes mutual information.

MIG was proposed in [8] to measure the degree of dis-
entanglement in a latent space. The idea behind MIG can
be said to measure: for each attribute, the normalized dif-
ference between the mutual information between the at-
tribute and its most informative latent dimension, and that
between the attribute the second-most informative latent
dimension. Mathematically, MIG is given by

MIG(ai) = (I(ai, zi)− I(ai, zj)) /H(ai), (1)

where j = argmaxk 6=i I(ai, zk). It is reasonable to as-
sume i = argmaxk I(ai, zk) in a supervised setting; oth-
erwise MIG takes negative values to indicate regulariza-
tion failure. The normalization is given by H(ai), which
would be the maximum possible difference in MI be-
tween a latent dimension zi coding perfectly for ai, i.e.,
I(ai, zi) = H(ai) and the second-most containing no in-
formation about ai, i.e., I(ai, zj) = 0. As such, MIG is
bounded above by one.

However, given the interdependence of semantic at-
tributes, if j ≤ M , the ideal value of the difference
I(ai, zi)− I(ai, zj) is no longerH(ai) since

I(zj , aj) > 0 ∧ I(ai, aj) > 0 =⇒ I(ai, zj) > 0. (2)

For regularized latent dimensions, we consider a pair of
inherently entangled attributes (ai, aj), i.e., I(ai, aj) > 0.
Under the ideal case where zi is fully informative [7] about
ai, i.e.,H(ai|zi) = 0, we have

I(ai, zi)− I(ai, zj)
= [H(ai)−H(ai|zi)]− [H(ai)−H(ai|zj)] (3)

= H(ai|zj) ∵ H(ai|zi) = 0. (4)

Moreover, in the ideal case, zj and aj also have an
invertible mapping between each other, this means that
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Figure 1: Plots of (a) SCC against MIG, (b) SCC against DMIG, and (c) DMIG against MIG, on the validation set.

H(ai|zj) = H(ai|aj). Hence, in the ideal case, the dif-
ference is given by

I(ai, zi)− I(ai, zj) = H(ai|aj). (5)

As such, we extend the definition of mutual informa-
tion gap to the dependency-aware mutual information gap
(DMIG) as follows

DMIG(ai) =

{
(I(ai, zi)− I(ai, zj)) /H(ai|aj) j ≤M
(I(ai, zi)− I(ai, zj)) /H(ai) j > M,

(6)
where j = argmaxk 6=i I(ai, zk). DMIG remains faithful
to the core idea of MIG but modifies the normalization to
properly account for inter-attribute dependencies. When ai
and aj are independent, H(ai) − I(ai, aj) = H(ai) and
the DMIG reduces to vanilla MIG.

Note that in the case of continuous random variables,
differential entropy can be negative, unlike discrete Shan-
non entropy. This is particularly evident with conditional
differential entropy and may result in DMIG values above
unity wheneverH(ai|zi)/H(ai|zj) is negative.

3. EXPERIMENTS

To illustrate the key features of the dependency-aware met-
rics, we evaluate the latent space of a VAE model trained
to reconstruct raw musical audio while being regularized
for two highly correlated attributes 1 .

3.1 Data and model

We use the NSynth dataset [11], which is a large-scale
dataset of musical notes played by various instruments
with diverse timbral qualities. The dataset provides 4-
second snippets sampled at 16 kHz. From the raw audio
provided by NSynth, we extract two semantic attributes,
namely, brightness and depth using the AudioCommons
Timbral Model [12]. Since both the brightness and depth
features are heavily influenced by the spectral distribution
of the sound [13], they are strongly correlated.

We trained a convolutional VAE model to reconstruct
the log-magnitude spectrogram of the audio and obtain re-
constructed time-domain audio using a phase-bypass re-
construction. The models are trained using the attribute-
regularized β-VAE loss function [2, 14, 15]

L = R(x̂;x) + βD (z) + γ
∑

iA(zi; ai), (7)
1 See the supplementary materials for full experimental details at

https://github.com/karnwatcharasupat/dependency-aware-mi-metrics.

where R(·) is the reconstruction loss implemented via
the mean square error on the log-magnitude spectrograms,
D(·) is the KL divergence term with a standard normal
prior, andA(·) is the AR-VAE regularization from [2]. We
used D = 512, β = 1, and γ = 10.

3.2 Results

Figure 1 plots the MIG, DMIG, and Spearman correlation
coefficient (SCC) of the attributes (brightness and depth)
with respect to their respective regularized latent dimen-
sions on the validation set over the course of the training.
Due to the high correlation between brightness and depth,
for most of the training, the most and second-most infor-
mative latent dimensions in MIG/DMIG are the regular-
ized ones that encode for the attributes.

As seen from Figure 1(a), the MIG values are gener-
ally very low (in the order of 10−2, out of maximum 1)
despite the SCC indicating successful encoding of the at-
tribute information into the latent dimension. This is due to
the high mutual information between brightness and depth,
resulting in a very low true bound for MIG. On the other
hand, we can observe from Figure 1(b) that DMIG reflects
more clearly the quality of the latent space as it encodes the
attribute; the rapid improvement in SCC mostly occurred
before DMIG reaches one (dotted line). In Figure 1(c), the
highly linear relationship between MIG and DMIG further
demonstrates the idea that DMIG is simply MIG renormal-
ized to better reflect the dependencies between semantic at-
tributes coded by the model. Admittedly, the peculiarities
of differential conditional entropy and the practical com-
putation of mutual information and entropy estimates [16]
have contributed to a DMIG range that is much larger than
vanilla MIG. We will be working to resolve this limitation
in future work.

4. CONCLUSION

In this work, we propose a dependency-aware extension
to a popular disentanglement metrics, mutual information
gap (MIG), to better account for inter-attribute dependen-
cies often observed in real-world datasets. Key features of
the proposed dependency-aware MIG were demonstrated
via an experiment on an audio dataset with highly corre-
lated timbral attributes.

https://github.com/karnwatcharasupat/dependency-aware-mi-metrics
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